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Since the genomics era has started in the ’70s, microarray technologies have been extensively used for biological applications such as gene expression profiling, copy number variation (CNV) or Single Neucleotide Polymorphism (SNP) detection. To analyze microarray data, numerous statistical and algorithmic techniques have been developed over the last two decades; specially, for detecting CNV from array comparative genomic hybridization (arrayCGH) data, Hidden Markov Models (HMMs) have been successfully used. Still, due to computational reasons, the benefits of using Bayesian HMMs have been overlooked, and their use has been, at best, minimal in practice. The large demand for computational resources has also affected the analysis of high throughput sequencing (HTS) data, which, over the last few years, has started to revolutionize the field of computational biology. For example, the most sensitive tools for mapping HTS data to reference genomes are generally ignored in favor of fast, less accurate ones.

In this dissertation, we strive for reduced representations of biological data which enable us to perform efficient computations on large datasets. Since biological datasets often contain repetitive, sometimes redundant, elements, it is a natural idea to identify groups of similar elements and directly perform computations on these groups. Usually,
the relevant type of similarity is specific to the type of data and application in hand.

Specifically, we make the following four contributions in this thesis. First, we show that, by exploiting repetition in discrete sequences, Markov Chain Monte Carlo (MCMC) simulations of Bayesian HMM can be accelerated, which can then be applied to the DNA segmentation problem [1]. Second, in case of Gaussian observations representing copy number ratio data, we show that, through pre-computing similar, contiguous observations into blocks, MCMC for Bayesian HMM can be well-approximated [2]. Third, by representing sequences to multi-dimensional vectors, we introduce a nearest neighbor based novel technique for mapping HTS data to reference genome [3]. Finally, we present a highly efficient clustering approach for HTS data, which allows us to speed-up computationally demanding, sensitive tools for mapping HTS data [4].
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Chapter 1
Introduction

In this thesis we are concerned with the computational aspects of analyzing genomic data in the form of deoxyribonucleic acid (DNA), array comparative genomic hybridization (arrayCGH) data and high throughput sequencing (HTS) reads. In this chapter, we briefly describe some basic concepts related to DNA and some biotechnological experiments that either directly or indirectly measure quantities of interest from DNA. We also discuss some computational difficulties that arise in analyzing large amount of data using powerful but complex statistical models. We conclude by outlining the contributions of this thesis and summarizing it’s content.

1.1 DNA

DNA molecule encodes genetic information for most organisms. It has a double helix structure which consists of two long strand of nucleotides. Genetic information is stored using four possible nucleobases–guanine (G), adenine (A), thymine (T) and cytosine (C)–connected to a backbone of sugar-phosphate base (Figure 1.1). In eukaryotes, several DNA molecules, called chromosomes, are present inside a cell nucleus. Typically, each of the chromosomes has millions of base-pairs; the human genome has around 3 billion base-pairs arranged into 23 pair of chromosomes.

The coding region of DNA stores genes, which are hereditary units responsible for an organism’s traits and functionalities. A process, known as transcription, generates complementary ribonucleic acid (RNA) from the DNA sequence representing a gene. Then, another process (known as translation), guided by the RNA sequence, creates amino acids, which represent the building block of proteins–responsible for carrying out functions in an organism. Although non-coding regions in a genome do not directly take
Figure 1.1: **DNA double helix structure.** Two sugar-phosphate backbone holds two complementary sequence of bases attached to each other. Figure reproduced from Encyclopaedia Britannica.
Figure 1.2: **ArrayCGH.** Control and patient DNA with different fluorescent colors get hybridized to the microarray. A high resolution scanner can detect the outcome of hybridization for each probe in the array. Figure reproduced from Cancer Genetics, Inc. ([www.cancergenetics.com](http://www.cancergenetics.com)).

part in protein synthesis they also carry out some regulatory functions. Even though molecular biology is a fascinating area of research, in this thesis, our focus is limited to computational aspects of analyzing information extracted from DNA sequences in various forms.

### 1.2 Microarray Experiments

Knowing each base of a DNA sequence is not necessary to answer every biological question. Microarray experiments can be used to measure gene expression, detect SNPs, find copy numbers, etc. from DNA or RNA samples without explicitly reading every base. Here we describe a microarray experiment, known as arrayCGH, to detect copy number variation (CNV) between a patient and a control genome (see Figure 1.2). In this thesis, we will restrict our discussion of microarray technologies to arrayCGH.
In arrayCGH experiment, at first, patient and control DNA are labelled with different fluorescent colors and separated into single strands. Then both sets of DNA materials are brought onto a microarray chip where they hybridize to complementary genetic material known as probes. By reading the fluorescent image, created from fluorescently labelled sample DNA bound to probes, with high resolution scanner we can detect the level of comparative difference between the control and sample DNA. Loss or gain in copy numbers manifest themselves by different colors while hybridization intensity informs about the magnitude of change.

ArrayCGH technology has experienced tremendous success in cancer research and detecting genetic aberrations. The datasets produced by these experiments involve manual intervention, imaging and chemical processes which lead to noisy measurements. As a result, statistical methods are required to analyze the data. In this thesis, we will discuss an alternate representation of arrayCGH data and show that a highly used statistical model can gain significant advantage from that representation.

1.3 High Throughput Sequencing (HTS) Experiments

The first methods for DNA sequencing—Maxam-Gilbert sequencing [5] and Sanger sequencing [6, 7]—arrived in the early ’70s. These methods had been laborious and highly expensive; The first human genome was sequenced only about a decade ago using Sanger sequencing at a cost of nearly 3 billion dollars [8]. However, in about a decade, the cost of sequencing has gone down a few orders of magnitude, and, just recently, Illumina has announced the first DNA sequencer to sequence human genome at a cost of 1,000$ per genome. In this thesis, we will focus on sequencing data produced by HTS based methods such as Illumina’s.

The sequencing process used by Illumina can be described in two steps; DNA fragment library preparation (Figure 1.3) and sequencing by synthesis (Figure 1.4). At first, genomic DNA is randomly sheared into many fragments and unique adapter sequences are attached to the ends. Through hybridization the adapter sequences bind single DNA strands to an array of primers. Then the attached segments are amplified
and clusters of DNA sequences are formed. In the second step, bases with fluorescent labels are added, which attach to the DNA strands in the clusters. Unattached bases are washed away and a high-resolution image informs about the first base of the DNA strands. This step is repeated until the full strands are sequenced. We refer to the collection of sequences generated in this process as HTS reads.

Although high-throughput nature of this experiment allows inexpensive sequencing at a very fast rate, due to the nature of the chemical process involved, base call quality degrades over time. As a result, the sequenced reads occasionally contain errors and are reliable only up to a certain length (for Illumina, depending on their specific platform, up to 150-300 bp). This poses some critical challenges in analyzing HTS reads. A fundamental task in bioinformatics is mapping the sequenced reads back to a reference genome—known as the read mapping problem. Without errors, mapping reads would be equivalent to solving exact string matching problem. Because of errors and the sheer scale of the datasets, sophisticated approximate string matching algorithms, known as read mappers, have to be designed. The situation even gets worse due to the genetic differences between the sample genome and the reference genome. In this thesis, we propose a radically different read mapper capable of dealing with large amount of errors and genetic variations, and argue that a different compressive approach is required for computationally demanding read mappers.

1.4 Thesis Overview

The main focus of this thesis is to find reduced representations of biological data which enables us to perform efficient computations on large datasets. Since large biological datasets often contain repetitive, sometimes redundant, elements it is a natural idea to identify groups of elements with respect to some similarity criteria and perform computations on these groups. Usually, the type of similarity is specific to the type of data and application for which it will be used. In this thesis, we will explore three fundamentally different kind of data produced from biological experiments and show how a particular representation can be exploited for one or more applications.
DNA fragment library generation

Figure 1.3: **HTS - library preparation.** After shearing DNA into random fragments adapters are attached, which help to bind these fragments onto an array. Some particular DNA fragments can be targeted for sequencing through complementary DNA. In whole genome sequencing, there is no need for this step. The generated fragments are then amplified. Note that beads are used by some other non-Illumina platforms. Figure reproduced from [9].
The Illumina sequencing process

Figure 1.4: **HTS - sequencing.** Bases with fluorescent labels are poured onto the clusters. Through a bio-chemical process the labelled bases get attached to the first base of the strands. A high resolution camera identifies the first bases. This process is repeated for subsequent bases in the strands. Figure reproduced from [9].
In case of a DNA sequence, since it comprises of only four possible bases, some bases may appear together more than once. The longer a sequence is, the greater is the chance of this kind of repetition. This observation has led to efficient computations for Hidden Markov models before \cite{10,11}. We have extended this approach to even more complex statistical computations. With copy number ratio data from arrayCGH experiments, we shift our focus from the discrete to the continuous domain where exploiting sequence repetition is not an option anymore. Instead we look into the Markov property of the biological process in question. In particular, copy numbers have strong spatial dependency, which can be successfully modeled using HMMs. Moreover, observations in a particular HMM state can be modeled using Gaussian distribution, which, under some assumptions, can be grouped together and represented in a computation-friendly way. Unlike DNA sequence, this reduced representation leads to computations that produce approximate results.

Although high resolution microarray experiments are getting cheaper and statistical analysis of these datasets have improved a lot, the future of biological data analysis belongs to HTS. To overcome sequencing errors and increase statistical confidence of analysis, HTS datasets are often generated with high coverage, which means more redundant reads. This redundancy has been exploited in many applications in a somewhat ad-hoc way. We propose a cluster based approach to produce reduced representations of HTS data that can be directly used for biological applications. We extensively discuss its applicability to read mapping problem.

In chapter 2, we introduce basic computations using Hidden Markov models, and extensively discuss the details of MCMC approach in the context of Bayesian HMM. We also discuss the basic characteristics of HTS datasets which are relevant in analysis. We start our discussion on this thesis’s contribution with the DNA segmentation problem in chapter 3. We motivate the use of Bayesian HMMs for this problem and show how sequence repetition can be exploited to improve MCMC in discrete observation settings. In chapter 4, we use continuous valued observations with Bayesian HMMs for copy number variation detection. We show how similar consecutive observations can be grouped together and exploited for approximating MCMC simulations.
We start our exploration of HTS datasets with a close look at the fundamental problem of read mapping. In chapter 5, we introduce a new read mapper and discuss how the scale and variation of the dataset inspires a different approach in read mapping. We propose in chapter 6 that the massive HTS datasets can be tackled through clustering similar reads together. We show the effect of using a reduced representation of HTS dataset through extensive experimentation on read mapping. Finally, in chapter 7, we conclude with final remarks and future directions.
Chapter 2
Hidden Markov Models and HTS Reads

Hidden Markov Model (HMM) is a class of directed graphical models which are specially useful when successive observations are correlated or a Markov process is assumed to have generated the observations. HMMs have been used extensively for sequence classification tasks in many areas including speech recognition [12], natural language processing [13], and bioinformatics [14]. For analyzing biological sequences, HMMs are particularly useful, for example in sequence alignment problems [14], gene finding [15], CpG island detection [16], DNA segmentation [16–19] and promoter detection [20]. In this chapter, we introduce the basic statistical and computational aspects of HMM. All of these discussion has been extensively covered in the literature [21]. Additionally, we introduce basic characteristics of HTS reads which are relevant for analysis.

This chapter is organized as follows: We start with the basic definitions and inference in HMM (Section 2.1.1). Then, we introduce Bayesian HMM and a special kind of MCMC named Forward-backward Gibbs sampling (Section 2.1.2). Finally, we discuss characteristics of HTS reads and some necessary definitions related to their analysis (Section 2.2.2).

2.1 Hidden Markov Model

We consider HMM with both discrete and continuous emission distributions; see [22] for an introduction. We will use the following notation: $N$ denotes the number of states, $S=\{s_1, s_2, \ldots, s_N\} \equiv \{1, 2, \ldots, N\}$ the set of states, $O$ the set of possible observations, $T$ the length of the observation sequence, $O= (o_1, o_2, \ldots, o_T) \in O^T$ the observation sequence, $Q= (q_1, q_2, \ldots, q_T) \in S^T$ the hidden state sequence, $A= \{a_{i,j}\}_{1 \leq i,j \leq N}$ the transition matrix, $B= \{b_{i,o}\}_{1 \leq i \leq N, o \in O}$ the emission matrix, and $\pi= (\pi_1, \pi_2, \ldots, \pi_N)$
Figure 2.1: Discrete HMM with 3 states, $S_1$, $S_2$ and $S_3$, over alphabet $\{A, C, G, T\}$. Here $a_{i,j}$ is the probability of making a transition from state $i$ to $j$, and $b_{i,o}$ is the probability of observing the alphabet $o$ in state $i$. $\pi$, the initial distribution over states, is not shown here.

The initial distribution over states; see Figure 2.1 for an example of a 3-state HMM. We represent a consecutive set of observations with $O_{i,j} = o_i, \ldots, o_j$ and, similarly, a consecutive set of state sequences with $Q_{i,j} = q_i, \ldots, q_j$. We will use two different sets for $O$; for discrete observations $O = \{A, C, G, T\}$ and for continuous observations $O = \mathbb{R}$.

The hidden state sequence $Q$ follows a first-order Markov chain and observations solely depends on the current state. The following equations fully describe the behavior of an HMM, represented by $\theta = (A, B, \pi)$.

\[
P(q_t) = \pi_{q_t}, \tag{2.1}
\]

\[
P(q_t|Q_{1:t-1}) = P(q_t|q_{t-1}) = a_{q_{t-1}, q_t}, \tag{2.2}
\]

\[
P(o_t|q_t) = b_{q_t, o_t}. \tag{2.3}
\]

Thus, the joint probability of the hidden state sequence $Q$ and the observation sequence $O$, is

\[
P(O, Q|A, B, \pi) = \pi_{q_1} b_{q_1, o_1} \prod_{t=2}^{N} a_{q_{t-1}, q_t} b_{q_t, o_t}. \tag{2.4}
\]
2.1.1 Inference in HMM

There are three fundamental questions related to HMM. Given a model \( \theta = (A, B, \pi) \) and an observation sequence \( O \), (1) what is the most likely hidden state sequence (known as Viterbi path) and (2) how likely is the observation sequence? (3) Given \( O \), what are the most likely parameters \( \theta_{ML} \) of the HMM? We discuss these questions below in detail.

Viterbi Path

Given \( \theta = (A, B, \pi) \) and \( O \), the most likely state sequence \( Q_{ML} \) is defined as,

\[
Q_{ML} = \arg\max_Q P(Q|O, \theta).
\]

(2.5)

Although there are \( O(N^T) \) number of possible state-paths in a HMM, utilizing the first-order property of the Markov chain, a simple dynamic programming algorithm can find out the Viterbi path in \( O(TN^2) \) time.

Forward Variables

Given \( \theta = (A, B, \pi) \), for state \( j \) at time \( t \), the forward variable \( \alpha_t(j) \) is defined as

\[
\alpha_t(j) = P(O_{1:t}, q_t = j|\theta)
\]

(2.6)

\[
= \sum_{i=1}^{N} \alpha_{t-1}(i)a_{i,j}b_{j,o_t}.
\]

(2.7)

It follows from (2.7) that forward variables can be computed iteratively in \( O(TN^2) \) time.
Likelihood

Given $\theta = (A, B, \pi)$, the likelihood of observing $O$ is

$$P(O|\theta) = \sum_Q P(O|Q, \theta) P(Q|\theta)$$

$$= \sum_{i=1}^{N} \alpha_T(i)$$

Since the likelihood of observing $O$ is a sum over the forward variables at time $t$, it can be computed in $O(TN^2)$.

Baum-Welch Algorithm

Given the observation sequence $O$, the most likely model $\theta_{ML}$ is

$$\theta_{ML} = \arg \max_{\theta} P(O|\theta),$$

which can be computed using an expectation maximization based algorithm known as the Baum-Welch algorithm [23]. If the algorithm converges in $M$ iterations, the total runtime complexity will be $O(MTN^2)$.

2.1.2 Bayesian HMM

In Bayesian setting, instead of relying on one point estimate such as $\theta_{ML}$, we model the uncertainty of the parameters using standard conjugate prior distributions; for multinomial likelihood we choose Dirichlet priors, and for Gaussian likelihood we choose Gaussian and Gamma priors for the sufficient statistics—mean and precision respectively. In particular,

$$\pi \sim \text{Dirichlet}(\theta^\pi)$$

$$A_{i,*} \sim \text{Dirichlet}(\theta^{A_i})$$
for discrete observations,

\[ B_{i,*} \sim \text{Dirichlet}(\theta^B), \]  

(2.13)

and for Gaussian observations,

\[
\begin{align*}
\mu_i | \sigma_i & \sim \mathcal{N}(\tilde{\mu}_i, \tilde{\sigma}_i) \\
\sigma_i^{-2} | \mu_i & \sim \text{Gamma}(a_i, b_i),
\end{align*}
\]

(2.14)  

(2.15)

where \( \tilde{\mu}_i, \tilde{\sigma}_i, a_i, b_i, \theta^A, \theta^B, \) and \( \theta^\pi \) are the hyperparameters of the model. See [24] and [21] for detail.

**Forward-Backward Gibbs Sampling**

As we are interested in computing the distribution \( P(Q|O) \), and a closed form solution of the Bayesian integral \( \int_\theta P(Q, \theta|O) d\theta = \int_\theta P(Q|\theta, O) P(\theta|O) d\theta \) is not feasible, the use of MCMC techniques like Gibbs sampling or Metropolis-Hastings becomes mandatory [24,25].

In Gibbs sampling, we iteratively sample \( Q \) and \( \theta \) from the conditional distributions \( P(\theta|Q, O) \) and \( P(Q|\theta, O) \), which creates a Markov chain with the desired distribution \( P(Q, \theta|O) \) as its stationary distribution. After an appropriate burn-in period, performing a random walk on the state transition graph, the states of the chain can be used as samples from the stationary distribution [25]. To successfully use Gibbs sampling we need a way to generate samples from the above two conditional distributions. Due to the use of conjugate priors, the posterior probability of \( \theta, P(\theta|Q, O) \), has the same distribution (with different hyper-parameters) as the prior distribution of \( \theta \) (see [24]). In contrast, sampling \( Q \) from \( P(Q|\theta, O) \) requires a computational approach. Scott [26] compares various techniques for sampling \( Q \) and strongly argues in favor of using forward-backward recursions for it’s excellent convergence characteristics. Combined, we will call this approach forward-backward Gibbs sampling (FBG-sampling) and briefly summarize it for a HMM \( \equiv (A, B, \pi) = \theta \) in Alg. 1; see [26,27] for details.
FBG-Sampling starts with an initial choice of parameters $\theta^0$ and alternatively keeps sampling state sequence $Q^m$ and parameters $\theta^{m+1}$. See [27] for a proof that $Q^m$ returned by Alg. 2.2 is indeed sampled from the marginal distribution $P(Q^m|O, \theta^m)$.

Algorithm 2.2 StateSampler($O, \theta$)

1. **Forward Variables:**
   - Compute $\alpha_1(j) = P(o_1, q_1 = j|\theta) = \pi_j b_{j,o_1}$ for all $j$.
   - For $2 \leq t \leq T$:
     
     $$
     \alpha_t(j) = P(O_{1:t}, q_t = j|\theta) = \sum_{i=1}^{N} \alpha_{t-1}(i) a_{i,j} b_{j,o_t} for all j.
     $$

2. **Backward Sampling:**
   - Sample $q_T$ s.t. $P(q_T = i) \propto \alpha_T(i)$.
   - For $T > t \geq 1$:
     Sample $q_t$ s.t. $P(q_t = i) \propto \alpha_t(i) a_{i,q_{t+1}}$.

3. **Return** $Q$

Algorithm StateSampler uses $O(TN^2)$ space and runs in $O(TN^2)$ time; step 1 (forward variables) runs in $O(TN^2)$ time and step 2 (backward sampling) in $O(T \log N)$. It is obvious from the above algorithm that all the pre-computed forward variables are not used for sampling the state sequence $Q^m$. In the next chapter we will see that even without computing all the forward variables $Q^m$ can be sampled accurately.

### 2.2 HTS Reads

High-throughput sequencing is an emerging technology. Currently, there are at least five different biotechnology companies—454 Life Sciences, Ion Torrent, Pacific Bio, Solid,
and Illumina—marketing high-throughput sequencing machines. The bio-chemical processes involved in these sequencers vary significantly. As a result, the characteristics of the HTS reads also differ among the platforms; see [28][29] for a review. In this thesis, we will restrict our discussion on HTS reads produced by Illumina or Illumina-like sequencing technologies. We choose Illumina because of widespread use and cost-efficiency.

2.2.1 Read Characteristics

Although, from computational point, it is convenient to think of reads as a set of random substrings originating from a long genomic string, there are other factors that also affect HTS read analysis. Here we discuss some of the relevant features.

Sequencing errors

Mapping reads back to a reference genome is affected by two sources of variation: One, genomic difference—substitutions, indels, etc.—between the sample genome from where HTS reads are sequenced and the reference; two, errors introduced during the sequencing process. Although reads produced by Illumina has non-negligible amount of errors—about 2% per base in HiSeq systems—, it is mostly substitution error rather than indel errors. As a result, the dominant source of indel error in mapping Illumina reads are genetic variants. The methods that we will introduce later in this thesis utilizes this fact. Moreover, these reads have the characteristics that error rate is low in the starting positions but gradually increases towards the end.

Quality score

One measure of the reliability of a base call is known as 'Phred quality score', which is reported by the sequencer as $Q_{phred} = -10 \log_{10} e$, where $e$ is the estimated probability of a wrong base call. This extra information about the reliability can be used by methods working on these reads. Additionally, if the sequencer cannot unambiguously resolve a base it reports that base with a special letter $N$. 
Length

One fundamental characteristics of Illumina reads are their short lengths. Although their most recent platform can produce reads of length 300 bp, reads from the most popular platform HiSeq2500 are limited to 150 bp. Short reads present two difficulties in read mapping: One, due to repetitiveness of complex genomes finding the optimal mapping location of a short read is often very difficult; two, computational tools usually cannot overcome the impact of sequencing errors in short reads. However, Illumina is gradually increasing the maximum read length of their sequencers.

Coverage

To increase the probability of reliable mapping and, in general, the power of statistical analysis, HTS reads are usually sequenced with coverage more than one. Here coverage $C$ means that any random base of the sample genome is expected to be covered by $C$ number of reads. Based on some parameters usually the sequencing process allows one to vary $C$ within a range. Along with other advantages, higher coverage allows us to find genetic variants with more confidence. Unfortunately, it also means more computation for downstream analysis tools.

Paired-end reads

So far we have discussed reads as a set of independent random samples from the sample genome. The reads produced by this process are known as single-end reads. Illumina, and others, also produce a different kind of reads known as paired-end reads. In this process, instead of reading a genomic segment from one end, both ends are simultaneously read and reported as a pair. This pairing information can be exploited in read mapping to overcome sequencing errors and ambiguity in mapping or alignment.

2.2.2 Genomic Characteristics

Previously, we have mentioned that microarray based arrayCGH technologies are limited to a few specific type of large variations between genomes. HTS reads expand
our capability to detect a wider range of small to large variations. In particular, one base pair differences between genomes (known as SNPs), short indels and inversions present considerable challenges to analysis, but ultimately can be detected using HTS reads. Another factor that affects analysis is the complexity of organism’s genomes. A genome is not a random set of nucleotides. It consists of many sub-structures such as genes, non-coding regions, etc., which, due to evolutionary pressure and other biological reasons, are maintained and sometimes repeated. Mapping reads back to a reference genome is often complicated due to the nature of these structures; for example, for most tasks, analyzing bacterial genomes are comparatively easy to human genome.
Chapter 3

Exploiting Repetition in Discrete Sequences

Although the number of bases in a DNA sequence significantly varies between species—from thousands of bp in bacterial genomes to billions of bp in the human genome [8]—, it consists of only four bases—guanine (G), adenine (A), thymine (T), and cytosine (C). Due to the small finite alphabet size, as a consequence of the pigeon hole principle, some combination of bases must be repeated in a long sequence. This observation has led to identification of repeated contiguous sub-sequences in DNA and their utilization for computational benefits. As a contribution of this thesis we show an application of this observation to Bayesian HMMs in the context of DNA segmentation problem.

HMMs have been used extensively for biological sequence classification tasks such as sequence alignment problems [14], gene finding [15], CpG island detection [16], DNA segmentation [16,19], and promoter detection [20]. These application problems all lead to the computational task of segmenting the input, an observation sequence, based on the most likely assignment of hidden states. Specifically, in the context of DNA segmentation problem [18,30–32], a segment is defined to be a contiguous region of DNA sequence, where nucleic acid composition is assumed to follow the same distribution. For example, isochore classes can be identified by solving the DNA segmentation problem using HMMs [16]; see [30,31] for a fully Bayesian approach.

For simplicity and efficiency reasons, point estimates such as maximum likelihood (ML) or maximum a posterior (MAP), computed with Baum-Welch [23] and variants, have traditionally been used for learning HMM parameters. Based on these estimates segmentations have been computed with the Viterbi path. This ignores uncertainty in model parameters and consequently predictions based on ML or MAP trained models often turn out to be inferior in practice. In contrast, a full Bayesian approach integrates
out model parameters and thus removes dependency on one parameter estimate to improve HMM based prediction. As closed form solutions are not available for HMMs, one frequently uses Markov Chain Monte Carlo (MCMC) sampling techniques like Gibbs sampling or Metropolis-Hastings \cite{24} instead of integration. Forward-backward Gibbs sampling \cite{26, 27}, a particular form of Gibbs sampling for HMM (see section \textsection 2.1.2), is popular in several communities \cite{33-38} for its improved convergence rate through use of forward and backward recursions. However, depending on the problem, forward-backward Gibbs sampling can still take many iterations to converge. Careful choice of prior distributions and corresponding hyper-parameters can sometimes increase the convergence rate but it remains computationally inefficient compared to using point estimates. In this chapter, we propose a method to speedup an iteration of MCMC sampling by exploiting sequence repetitions.

This chapter is organized as follows. First, we discuss related work and then introduce an extension of classical HMM where observations are time dependent. Then, in Section \textsection 3.3 we discuss a simple compression technique known as Four Russian’s method and show how compressed observations can be used in MCMC. In Section \textsection 3.4 we evaluate our method and show the computational benefits achieved using repetitive discrete observations in compressed form.

### 3.1 Related Work

Using text compression techniques (LZ78, byte pair encoding, four Russians, etc.), Mozes et al. \cite{10, 11} have exploited repetitions in long biological sequence to improve the running time of the Viterbi algorithm which computes the most likely hidden state sequence given the observation sequence as well as forward, backward algorithms. Their main idea is to find contiguous repetitive sub-sequences and pre-compute all quantities of interest for these sub-sequences so that these quantities can be used multiple times without repeating the computation. Mozes et al. have shown that, despite being one of the simplest compression techniques, the four Russians method yields a logarithmic improvement over the traditional Viterbi algorithm. That the four Russians method
improves dynamic programming algorithms for other applications has been shown previously [39–42]. Moreover, Mozes et. al. have shown that for an HMM with few states Baum-Welch training can be improved using partially computed forward and backward variables.

While [10, 11] shows asymptotic speed up for the Viterbi algorithm and improved Baum-Welch training, we focus on Bayesian analysis of HMM using MCMC simulations. Following their idea, we pre-compute quantities of interest for all possible log $T$-sized sub-sequences (Note: in the following we assume sub-sequences to be contiguous) and use these quantities to compute $O(T/\log T)$ forward variables. While forward-backward Gibbs sampling needs $T$ forward variables, we show that, because of the conditional dependency structure in an HMM, one can use the partially computed forward variables to implement a modified, but exact, version of forward-backward Gibbs sampling. As forward variable computations dominate the running time we achieve a $O(\log T)$ speed-up.

3.2 Time Dependent HMMs

We will follow the definitions related to HMM from Section 2.1. Additionally, we introduce some new definitions for time-dependent observations inspired by their application in DNA segmentation problem [30, 31]. In particular, we define $\gamma$ as the order of the observation process and re-define the emission matrix as $B = \{b^\beta_{i,j}\}$, where $\beta \in [\Sigma \cup \Sigma^2 \ldots \cup \Sigma^\gamma], 1 \leq i \leq N, 1 \leq j \leq |\Sigma|$. The hidden state sequence $Q$ still follows a first-order Markov chain but, in contrast to the usual literature, where emissions only depend on the state, we consider the case of higher order emissions [43]. Specifically, the probability of an observation sequence $o_t$ is described using the following equation

$$P(o_t|Q_1,t,O_1,t-1) = P(o_t|q_t,O_{\text{max}(1,t-\gamma),t-1}) = b^{o'_t}_{q_t,o_t}, \quad (3.1)$$

where $o'_t = O_{\text{max}(1,t-\gamma),t-1}$, in other words, $o'_t$ is the sequence of previous $\gamma$ observations before time $t$. Fig. 3.1 shows the dependency structure in HMM using graphical models for regular ($\gamma = 0$) and first-order ($\gamma = 1$) emission HMMs.
3.3 Fast Sampling Using Four Russian’s Method

In this section we will present a modified version of algorithm 2.2 taking compressed observations into account. We start with reformulating the forward variables \( \alpha \) using matrix notation following \[10,11\]. Let \( M^u(v) \), where \( u \in [\Sigma \cup \Sigma^2 \cup \ldots \cup \Sigma^\gamma] \) and \( v \in \Sigma \), be a \( N \times N \) matrix with elements \( M_{i,j}^u(v) = a_{i,j}b_{j,v}^u \). Forward variables at time \( t \), \( \alpha_t \), can be rewritten as a row vector,

\[
\alpha_t = \pi \cdot M^o_t(o_1) \cdot M^o_{t+1}(o_2) \cdot \ldots \cdot M^o_{t-1}(o_{t-1}) \cdot M^o_{t}(o_t) \quad (3.2)
\]

\[
= \alpha_{t-1} \cdot M^o_{t}(o_t) \quad (3.3)
\]

It is important to note that the matrix formulation does not change the running time of the algorithm.

3.3.1 Compression and Forward Variables

We define the matrix \( M^o_{i,j}(O_{i,j}) \) as

\[
M^o_{i,j}(O_{i,j}) = M^o_{i}(o_i) \cdot M^o_{i+1}(o_{i+1}) \cdot \ldots \cdot M^o_{j-1}(o_{j-1}) \cdot M^o_{j}(o_j) \quad (3.4)
\]

We assume that the length of the observation sequence, \( T \), is a multiple of \( k \) such that \( d = \frac{T}{k} \) and create groups of fixed size from the observation sequence \( O = O_{1,k} \ldots O_{(d-1),k+1,dk} \).

Pre-computing all possible matrices \( M(X) \), where \( |X| \leq k \), for future use is informally
known as the *four Russians method*. Now $\alpha_{lk}$ can be expressed using (3.4) as

$$\alpha_{lk} = \pi \cdot M_0'(O_{1,k}) \cdot M_0'(O_{k+1,2k}) \cdots M_0'(l-1,k+1)(O_{(l-1)k+1,lk})$$  \(3.5\)

$$= \alpha_{(l-1)k} \cdot M_0'(l-1,k+1)(O_{(l-1)k+1,lk}).$$  \(3.6\)

The compressed sequence allows us to skip computing forward variables inside a group, which results in significant time savings. Note that we cannot directly use the backward sampling in Alg. 2.2 in this setting. In the remaining part of this section we will explain how we can overcome this problem.

### 3.3.2 Backward-forward State Sequence

Now we will modify the order of state sampling, turning *backward sampling* step of Alg. 2.2 into *backward-forward sampling*, and express the distribution $P(Q|O,\theta)$ in a way that helps us to sample $Q$ accurately and efficiently. We write

$$P(Q|O,\theta) = P(Q_{1,k-1}|Q_{k,T},O,\theta) P(Q_{k,T}|O,\theta) \cdot$$  \(3.7\)

By repeated application of Bayes theorem we can show that part $B$ is proportional to

$$\frac{P(q_T|O,\theta)}{\text{Part } B_1} \prod_{\substack{d \geq 2 \geq s \geq (i-1)k \atop e = i k}} \left( P(q_s|Q_{e,T},O,\theta) \prod_{j=s+1}^{e-1} P(q_j|Q_{s,j-1},Q_{e,T},O,\theta) \right).$$  \(3.8\)

Part $B_1$, $B_2$, and $B_3$ can be sampled using the following relations.

**Sampling $B_1$:**

$$P(q_T|O,\theta) \propto P(q_T,O|\theta)$$

$$\propto \alpha_T(q_T)$$  \(3.9\)
\( B_2 : \text{ sampling } q_s \text{ in group } i-1 \)

Figure 3.2: Conditional dependency shown for sampling \( q_s \) using \( B_2 \) for \( \gamma = 0 \). Lightly shaded variables are either observed or already sampled. Dashed rectangle represents a group of observations.

**Sampling \( B_2 \):**

\[
P(q_s|Q_e,T,O,\theta) = P(q_s|Q_e,T,O_{1,s},O_{s+1,T},\theta) \propto P(q_s|O_{1,s},\theta)P(O_{s+1,T}|q_s,O_{1,s},\theta) \]
\[
\propto P(q_s|O_{1,s},\theta)P(O_{s+1,T}|q_s,o_{s+1}',\theta) \]
\[
= \alpha_s(q_s)P(O_{s+1,e},q_s|O_{s+1,T},o_{s+1}',\theta)P(O_{s+1,T}|q_s,o_{s+1}',\theta) \]
\[
= \alpha_s(q_s)M_{q_s,q_e}^{o_{s+1}'}(O_{s+1,e}) \]

Equation (3.10), (3.12), and (3.13) are derived from Bayes theorem. The conditional dependency structure of the HMM given \( Q_e,T \) (see Fig. 3.2) is used in (3.11) and (3.14). As the last term in (3.14) is independent of \( q_s \) it is dropped in (3.15).
Figure 3.3: Conditional dependency shown for sampling $q_j$ using $B_3$ for $\gamma = 0$. Lightly shaded variables are either observed or already sampled. Dashed rectangle represents a group of observations.

**Sampling $B_3$:**

\[
P(q_j | Q_{s,j-1}, Q_{e,T}, O, \theta) \\
\propto P(q_j, o_j, Q_{e,T}, O_{j+1,T} | Q_{s,j-1}, O_{1,j-1}, \theta) \\
= P(q_j, o_j | Q_{s,j-1}, O_{1,j-1}, \theta) P(Q_{e,T}, O_{j+1,T} | Q_{s,j}, O_{1,j}, \theta) \tag{3.17} \\
= P(q_j, o_j | q_{j-1}, o'_{j-1}, \theta) P(Q_{e,T}, O_{j+1,T} | q_j, o'_{j+1}, \theta) \tag{3.18} \\
= P(q_j, o_j | q_{j-1}, o'_{j}, \theta) P(q_e, O_{j+1,e} | q_j, o'_{j+1}, \theta) P(Q_{e+1,T}, O_{e+1,T} | q_e, O_{j+1,e}, q_j, o'_{j+1}, \theta) \tag{3.19} \\
= P(q_j, o_j | q_{j-1}, o'_{j}, \theta) P(q_e, O_{j+1,e} | q_j, o'_{j+1}, \theta) P(Q_{e+1,T}, O_{e+1,T} | q_e, O_{j+1,e}, q_j, o'_{j+1}, \theta) \tag{3.20} \\
\propto P(q_j, o_j | q_{j-1}, o'_{j}, \theta) P(q_e, O_{j+1,e} | q_j, o'_{j+1}, \theta) \tag{3.21} \\
= M_{q_{j-1}, q_j}^{o_j} M_{q_{j}, q_{j+1}}^{o'_{j}} (O_{j+1,e}) \tag{3.22}
\]

Equation (3.17) and (3.19) are derived from Bayes theorem. The conditional dependency structure of the HMM given $Q_{s,j-1}$ and $Q_{e,T}$ (see Fig. 3.3) is used in (3.18) and (3.20). As the last term in (3.20) is independent of $q_j$ it is dropped in (3.21).
3.3.3 Fast Sampling Algorithm

Now we formally describe the algorithm *FastStateSampler* (see Alg. 3.1) and analyze its running time. Instead of using Alg. 2.2 (*StateSampler*) in step 2.a of Alg. 2.1 (*FBG-sampling*) now we can use Alg. 3.1 for fast MCMC simulations.

In the *Precompute* step of Alg. 3.1, $M^\beta(X)$ matrices, which are required in (3.16) and (3.22), are computed at first. To sample $q_j$ using (3.22) (in Backward-forward Sampling step) we need to compute $M_{q_{j-1},q_j}(o_j)M_{q_j,q_{j+1}}^\delta(O_{j+1,e})$ for all possible values of $q_j$, which is an $O(N)$ operation. Considering these quantities as weights for possible states we can select $q_j$ using weighted random sampling, which again takes $O(N)$ time. Interestingly, these quantities are already precomputed as intermediate parts of $M^\beta(O_{j,e})$. Instead of simply storing these weights, if we store the sum of these values from state 1 to $c$ in $R^\beta_{q_{j-1},q_j,c}(o_j,O_{j+1,e})$, we can use binary search to select $q_j$ in $O(\log N)$ time. Similarly, we store the sum of intermediate parts of the variables $\alpha$ and $\delta$ to sample $q_s$ using binary search.

**Running Time:**

As there are at most $2|\Sigma|^{k+\gamma}$ matrices to be precomputed, the pre-computation step takes $O(2|\Sigma|^{k+\gamma}N^3)$ time. Forward variables are computed in $O(TN^2)$ time. Using the stored values in $R$ and $\delta$, the state sequence is sampled in $O(T\log N)$ time (the small portion where Alg. 2.2 is used does not affect the order of the algorithm). The total running time is $O(2|\Sigma|^{k+\gamma}N^3 + \frac{2}{3}N^2 + T\log N)$. If $k$ is chosen to be $\frac{1}{2}\log|\Sigma|T - \gamma$, the total running time becomes $O(2\sqrt{T}N^3 + \frac{2TN^2}{\log|\Sigma|T - \gamma} + T\log N)$. Assumption $N < \frac{\sqrt{T}}{\log|\Sigma|T - \gamma}$, *FastStateSampler* achieves a speed-up of $\Theta(\log|\Sigma|T - \gamma)$ and uses $O(\frac{T}{\log|\Sigma|T - \gamma}N^2)$ space.

3.4 Experiments

In this section we apply our fast sampling technique to a Bayesian analysis of DNA segmentation. We compare the performance of our method on the DNA segmentation problem with standard FBG-sampling.
Algorithm 3.1 FastStateSampler($O, \theta$)

1: **Precompute:**

- $M^\beta(X)$ for all $X \in \bigcup_{i=1}^k \Sigma^i$ and $\beta \in \bigcup_{i=1}^\gamma \Sigma^i$.
- $R^\beta(x, X)$ for all $\beta \in \bigcup_{i=1}^\gamma \Sigma^i$, $x \in \Sigma$, and $X \in \bigcup_{i=1}^{k-1} \Sigma^i$ such that
  
  - $R_{i,j,1}(x, X) = M^\beta_{i,1}(x)M^{(\beta_{j-1})x}_{1,j}(X)$.
  - $R_{i,j,c}(x, X) = R_{i,j,c-1}(x, X) + M^\beta_{i,c}(x)M_{1,j}^{(\beta_{j-1})x}(X)$ for $1 < c \leq N$.

2: **Forward Variables:**

- Compute $\alpha_k = \pi M^0_{01}(O_{1,k})$.
- For $1 < i \leq m$ and $1 \leq j \leq N$, compute $\alpha_{ik}$ and $\delta_{ik,j,*}$ in the following way.

  - $\delta_{ik,j,1} = \alpha_{(i-1)k}(1)M^j_{1,j}^{\Omega(j-1)_{k+1}}(O_{(i-1)k+1,e})$.
  - $\delta_{ik,j,c} = \delta_{ik,j,c-1} + \alpha_{(i-1)k}(c)M^j_{1,j}^{\Omega(j-1)_{k+1}}(O_{(i-1)k+1,e})$ for $1 < c \leq N$.
  - Set $\alpha_{ik}(j) = \delta_{ik,j,N}$.

3: **Backward-forward Sampling:**

- Sample $q_T$ from (3.9).
- For $m \geq i \geq 2$:

  - Let $s = (i - 1)k$ and $e = ik$.
  - Sample $q_s$ from (3.16) by applying binary search on the monotonically increasing sequence $\delta_{s,q_{e,1}}, \delta_{s,q_{e,2}}, \ldots, \delta_{s,q_{e,N}}$.
  - For $s < j < e$, sample $q_j$ from (3.22) by applying binary search on the monotonically increasing sequence $R_{q_{j-1},q_{e,1}}^{j}(o_j, O_{j+1,e})$, $R_{q_{j-1},q_{e,2}}^{j}(o_j, O_{j+1,e})$, $\ldots$, $R_{q_{j-1},q_{e,N}}^{j}(o_j, O_{j+1,e})$.

- Given $q_k$, sample $Q_{1,k-1}$ (part A) using a slightly modified version of Alg. 2.2

4: **return** $Q$
We measure the running time of forward-backward Gibbs sampling (Alg. 2.1) using both Alg. 2.2 and Alg. 3.1 as the sampler in step 2.a. The running time of forward-backward Gibbs sampling is proportional to the number of sampling iterations $M$ (see step 2 of Alg. 2.1). We set $M = 10$ and compare execution time of one run of the algorithms. In [30] Boys et. al. used 500,000 iterations to segment Bacteriophage lambda DNA. They showed that $6 \leq N \leq 8$ and $0 \leq \gamma \leq 2$ produced the best segmentation for Bacteriophage lambda. Unlike their model we keep $\gamma$ and $N$ fixed, but it can easily be modified to variable model dimensions. Four bacterial genomes — Bacteriophage lambda (genome size 0.05 Mbp), Mycoplasma leachii (1 Mbp), Planctomyces brasiliensis (6 Mbp), and Sorangium cellulosum (13 Mbp) — are segmented and the running time for different choices of $N$ and $\gamma$ are shown in Fig. 3.4. As both algorithms converge to the same stationary distribution we do not report any segmentation error.

As expected, we see logarithmic speed-up for our method over standard FBG-sampling (see Table 3.1). As the size of the dataset increases, so does the speed-up we observe. For Sorangium cellulosum we achieve a speed-up of 5. For small values of $N$, the state path sampling time is comparable to the pre-computation and forward variable computation time. As a result there is no significant speed-up for small $N$. For very large $N > \frac{\sqrt{T}}{\log_{|\Sigma|} T - \gamma}$ (often impractical) the algorithm gradually loses its advantage over standard FBG-sampling. However, this bound and overall running time can be improved by computing $M^\beta(X)$ matrices using fast matrix multiplication of order $o(N^3)$.

We implemented the algorithms in C++ and tested in a Linux machine with a 2.2 GHz AMD Opteron processor. As there was very little variation between the running time of two different runs of an algorithm, instead of averaging over multiple runs, we report the running time of one single run in Fig. 3.4.
Figure 3.4: Running time comparison on four datasets. Execution times for forward-backward Gibbs (red, +) and four Russians method ($\gamma = 0$ with (green, ×), $\gamma = 1$ with (blue, *), and $\gamma = 2$ with (pink, □)) are shown.

Table 3.1: Speed-up using fast sampling method for HMM with $\gamma = 0, 1, 2$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Order ($\gamma$)</th>
<th>Number of States ($N$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>B. lambda (0.05 Mbp)</td>
<td>0</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.8</td>
</tr>
<tr>
<td>M. leachii (1 Mbp)</td>
<td>0</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.2</td>
</tr>
<tr>
<td>P. brasiliensis (6 Mbp)</td>
<td>0</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.3</td>
</tr>
<tr>
<td>S. cellulosum (13 Mbp)</td>
<td>0</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.3</td>
</tr>
</tbody>
</table>
Chapter 4

Compressed Gaussian Observations

Unlike DNA sequences, which can be represented as ordered sets of discrete values over a finite sized alphabet, sequence data from microarray experiments are real-valued observations which cannot be exploited for sequence repetition. These datasets usually contain noisy observations, and separation between different class of observations, specially for one-dimensional arrayCGH and Single Neucleotide Polymorphism Array (SNParray) data, are often low. Hence, discretization of continuous emissions, similar to vector quantization used in speech recognition \[22\], is not viable. Moreover, maximal compression is to be expected for small number of discrete symbols and, clearly, compression ratio conflicts with fidelity in the analysis. As an important contribution of this thesis, in this chapter, we propose a reduced representation of continuous observations from microarray data in the context of CNV detection problem.

CNVs are chromosomal aberrations of the genome which results in gaining or losing one or more copies of genomic segments of one kilobase or more. They have been shown to be prevalent in the human genome \[44,45\] and their roles in diseases and evolution have been extensively studied \[46-49\]. Although microarray experiments can directly compute absolute copy numbers, the ratio between a patient’s and control’s copy number, which are computed by arrayCGH and SNParray, is often more important. Given the normalized log-ratio of copy numbers, one needs to determine the segments of similar copy number; a loss or gain in a genomic location indicates an area of biological interest; see Figure \[4.1\].

Segmentation problems, specially identifying segments from a biological sequence, have been extensively studied in various settings including CNV detection from microarray data. In this chapter, our focus is on detecting CNVs using HMMs, which is a
naturally suitable model for segmentation, and has been shown to be successful in CNV detection \cite{50-54}. Similar to discrete sequence segmentation in the previous chapter, in practice, the parameters of a HMM are often estimated with ML and a segmentation for CNV is obtained with the Viterbi algorithm. This introduces considerable uncertainty in the segmentation, which can be avoided with Bayesian approaches integrating out parameters using MCMC sampling. While the advantages of Bayesian approaches have been clearly demonstrated, the likelihood based approaches are still preferred in practice for their lower running times; datasets coming from high-density arrays and high-throughput sequencing amplify these problems. We propose an approximate sampling technique, inspired by compression of discrete sequences in the previous chapter and by clusters leveraging spatial relations between data points in typical data sets, to speedup the MCMC sampling \cite{24}.

This chapter is organized as follows. First, we discuss related work in Section \ref{sec:related-work}. Then in Section \ref{sec:approximate-sampling}, we explain the approach behind compressing continuous observations into blocks and using those blocks for approximating MCMC. In Section \ref{sec:evaluation} we evaluate our method and show the computational benefits and qualitative results on arrayCGH and SNParray datasets.

### 4.1 Related Work

A wide range of methods for CNV detection in arrayCGH data have been developed in recent years, including change-point detection based methods \cite{55,56}, smoothing
based methods \cite{57,58}, and hierarchical clustering \cite{59}. Here, we concentrate on HMM-based approaches which have been proposed for segmenting sequences of continuous-valued observations and shown to match or improve upon the state-of-the-art \cite{52–54}. Typically, these models are used to describe the log ratio of normal vs. control’s copy number data (generated by arrayCGH experiments); HMM states represent segments of such a sequence—normal, loss or gain in copy number w.r.t. the control—and, usually, Gaussian distributions model observations in a particular state, see Figure 4.2 (right).

For a different task, arguments about spatial relations between groups of multivariate data points were used to achieve considerable speed-up. Moore and colleagues used modified \textit{kd}-trees, a data structure to efficiently execute spatial queries such as determining the nearest neighbor of a given point, to accelerate \textit{k}-means \cite{60}. In the reassignment step of \textit{k}-means one has to find the nearest centroid for every data point. Due to the \textit{kd}-tree, there are groups of points contained in a node of the tree for which this decision about the nearest centroid can be made \textit{simultaneously} by a geometrical argument about the vertices of the hyperrectangle defined by this node. A similar \textit{kd}-tree based approach was used in speech recognition \cite{61,62} to quickly find the most important components in a mixture of large number of Gaussians and thus approximate the full observation density in one individual HMM state with multi-variate emissions.

At the core of our approach is a similar geometrical argument about several univariate data points based on hierarchical clustering. We adaptively identify blocks of observations, cf. Fig. 4.2 (left). For \textit{all} observations in a block we now estimate, at least conceptually, the most likely state \textit{simultaneously} depending on the means of the Gaussians in each state to gain a considerable speed-up proportional to the average block length. Similarly, we can avoid sampling states for each individual observation in a block if we can bound the posterior. Considerable care has to be taken for combining blocks and to bound the errors introduced by the approximations based on geometric arguments.
Figure 4.2: For a sequence (left) there is no overlap in \( y \)-direction and decisions about the most likely state can be made per block considering the means of the Gaussians of a three-state HMM (right), \( \mu_- \), \( \mu_\pm \) and \( \mu_+ \).

### 4.2 Bayesian HMM for CNV

We follow the definitions related to Bayesian HMM with Gaussian emissions from Section 2.1.2. Here, we restrict HMMs to at most four states—\( s_1, s_2, s_3 \) and \( s_4 \) correspond to loss, normal, gain and multiple gain states respectively. We associate the loss state \( s_1 \) with one or more copy loss, gain state \( s_3 \) with exactly one copy gain and state \( s_4 \) with multiple copy gain. In some cases we will combine state \( s_3 \) and \( s_4 \) into one state representing one or more gain (such as in Figure 4.2 (right)), which will be clear from the context. For prior distributions we use the conjugate priors mentioned in Section 2.1.2 in general. We also apply dataset specific domain knowledge in the form of truncated distributions following [34,50] (explained in Section 4.5).

### 4.3 Approximate MCMC Sampling

At first, through application of a modified hierarchical clustering algorithm, we compress the observation sequence \( O = o_1, \ldots, o_T \) into \( T' \) number of blocks, \( O' = o'_1, \ldots, o'_{T'} \), where \( T' \ll T \), cf. Fig. 4.2 (left). For each block \( o'_i \), we precompute \( \sum_{o_j \in o'_i} o_j \) and \( \sum_{o_j \in o'_i} o_j^2 \), and store these statistics along with the size of the block \( |o'_i| \) as part of an one time compression process. In subsequent MCMC iterations, we assume that observations compressed in a block \( o'_i \) arise from the same underlying state. In other words, we ignore the contribution of the state paths that do not go through the same state for observations in \( o'_i \). By ignoring those state paths, we refer to them as *weak state paths,*
when computing forward variables, and by reusing the pre-computed statistics, we are able to accelerate MCMC sampling.

### 4.3.1 Top-down Hierarchical Clustering

While a brute force compression algorithm only considers local information, a top-down hierarchical clustering approach alternately looks at both dimensions of the data—genome position and the corresponding log ratio of copy numbers—and utilizes global information such as the density of data points to create better quality blocks. We use a modified hierarchical clustering algorithm to find such blocks and discuss the details below.

Given a starting width parameter $w$, we create a list of nodes from the observation sequence $O = o_1, \ldots, o_T$ using the following steps.

1. Let $O' = \emptyset$ be the starting list, $\delta = 1.25$ (picked empirically), level $L = 1$, and dimension $d = 1$.

2. If $|\max_{o_i \in O} (o_i) - \min_{o_i \in O} (o_i)| < \frac{w}{\delta^L}$ or $|O| = 1$, create a node storing the first and second raw moments of the observations in $O$ append it to $O'$, and then go to the end step. Otherwise, go to the next step.

3. If $d = 1$, find $o_m$, the median value of the observations in $O$. Partition $O$ into maximal sets of consecutive observations $O_1, \ldots, O_i, \ldots, O_p$ such that $\forall o \in O_i$ $o \leq o_m$ or $\forall o \in O_i$ $o \geq o_m$. For each such partition $O_i$, update level to $L + 1$, set $d = 0$ and go to step 2 considering $O_i$ as the input set $O$.

4. If $d = 0$, divide the input set $O$ into two parts $O_L = o_1, \ldots, o_i$ and $O_R = o_{i+1}, \ldots, o_{|O|}$ such that $|o_i - o_{i+1}| \geq \max_{j < |O|} |o_j - o_{j+1}|$. Then for each set $O_L$ and $O_R$, go to step 2 keeping the level value $L$ unchanged, and setting $d = 1$.

5. End step.

In the above recursive algorithm, $w$ states the initial width, $\delta$ controls the rate of width shrinking in successive levels of the iterations, and $O'$ accumulates the compressed
blocks of observations. The current iteration level $L$, the current dimension $d$, and the current input set $O$ are local variables in the recursive algorithm. Notice that we start with an empty list $O'$ and at the end of the recursive procedure $O'$ contains an ordered list of compressed observations. To gain further compression of the sequence, we sequentially go through the blocks of $O'$ and combine consecutive blocks if the distance between their means is less than $w$. We also combine three consecutive blocks if the outer blocks satisfy this condition and the inner block has only one observation, which is most likely a noisy observation. In step 3 of the above algorithm, the input set is divided into two subsets and each subset contains half of the elements from the original set. Consequently, the height of the recursion tree is at most $2 \log T$ and the running time of the above algorithm is $O(T \log T)$. This overhead is negligible compared to the time that it takes to run $M$ iterations of MCMC sampling.

**Width Parameter Selection**

For increasing values of $w$ the average block size increases exponentially in the above clustering scheme. As a result, the compression ratio $\gamma = \frac{T'}{T}$ plotted as a function of $w$, has a knee which can inform the choice of $w$. Moreover, methods originally developed to find the optimal numbers of clusters in clustering can be used to find the knee of such a curve automatically. In particular, we use the L-method [63] which finds the knee as the intersection of two straight lines fitted to the compression curve (more discussion on this in Section 4.5.3).

### 4.3.2 Fast Approximate Sampling Algorithm

Given the compressed input sequence $O' = o'_1, o'_2, \ldots, o'_T$, our goal is to adapt the FBG-sampling algorithm 2.1. With the pre-computed statistics for each block, computing forward variables and subsequent sampling in algorithm 2.2 is a straightforward modification of the uncompressed case. In particular, we make the following two changes to algorithm 2.2.
• **Approximate forward variable:** For each time position \( \bar{t} = \sum_{i=1}^{t} |o'_i| \), instead of computing \( \alpha_{\bar{t}}(i) \), we compute an approximation \( \hat{\alpha}_{\bar{t}}(i) \) by ignoring the contributions from the non-self transition probabilities inside the block.

\[
\hat{\alpha}_{\bar{t}}(i) = P(q_{\bar{t}} = i, o'_1, \ldots, o'_t | \theta)
\]

\[
= \sum_{j=1}^{N} P(q_{\bar{t}-|o'_t|} = j, o'_1, \ldots, o'_{t-1}) a_{ji} a_{ii} |o'_t|^{-1} \prod_{o_k \in o'_t} P(o_k | \mu_i, \sigma_i)
\]

\[
= \sum_{j=1}^{N} \hat{\alpha}_{\bar{t}-|o'_t|}(j) a_{ji} a_{ii} |o'_t|^{-1} \prod_{o_k \in o'_t} P(o_k | \mu_i, \sigma_i)
\]

\[
= \left( a_{ii} |o'_t|^{-1} \prod_{o_k \in o'_t} P(o_k | \mu_i, \sigma_i) \right) \sum_{j=1}^{N} \hat{\alpha}_{\bar{t}-|o'_t|}(j) a_{ji}
\]

\[
= f \left( i, |o'_t|, \sum_{o_k \in o'_t} o_k, \sum_{o_k \in o'_t} o_k^2 \right) \sum_{j=1}^{N} \hat{\alpha}_{\bar{t}-|o'_t|}(j) a_{ji}.
\]

Note that, since we assume that all observations in a block originates from the same state, it is sufficient to compute the approximate forward variables only at the end time points of the pre-computed blocks.

• **Backward sampling:** Starting with the last block, we can iteratively sample a state for each block using the approximate forward variables.

Clearly, each iteration of approximate sampling takes \( O(T'N^2) \) resulting in \( \frac{T}{T'} \) times speed up. Given the sampled state sequence, we count the total number of transitions \( c_{i,j} \) from state \( i \) to state \( j \) and sample the HMM parameters using the following posterior
distributions (for prior distributions see Section 2.1.2).

\[
\pi \sim \text{Dirichlet}(\theta_1^π + \sum_{i=1}^{N} c_{i,1}, \ldots, \theta_N^π + \sum_{i=1}^{N} c_{i,N})
\]

\[
A_{i,*} \sim \text{Dirichlet}(\theta_{A_{i}} + c_{i,1}, \ldots, \theta_{A_{N}} + c_{i,N})
\]

\[
\mu_i | \sigma_i^2 \sim N\left(\frac{\tilde{\mu}_i}{\hat{\sigma}_i^2} + \frac{\sum_{q_{i-1}=o_{k} \in o'_{q_{i}}} o_k}{\hat{\sigma}_i^2}, \frac{1}{\hat{\sigma}_i^2} + \frac{\sum_{q_{i-1}=o_{k} \in o'_{q_{i}}} |o'_k|}{\tilde{\sigma}_i^2}, \left(\frac{1}{\hat{\sigma}_i^2} + \frac{\sum_{q_{i-1}=o_{k} \in o'_{q_{i}}} |o'_k|}{\tilde{\sigma}_i^2}\right)^{-1}\right)
\]

\[
\sigma_i^{-2} | \mu_i \sim \text{Gamma} \left(a_i + \frac{\sum_{q_{i-1}=o_{k} \in o'_{q_{i}}} |o'_k|}{2}, b_i + \frac{\sum_{q_{i-1}=o_{k} \in o'_{q_{i}}} (o_k - \mu_i)}{2}\right)
\]

Here \(\tilde{\mu}_i, \hat{\sigma}_i, a_i, b_i\) and \(\theta_{A_{i}}\) (for the state \(i\)), and \(\theta^π\) are the hyperparameters of the prior distributions. Since \(\mu_i\) and \(\sigma_i\) depend on each other, we work with the \(\mu_i\) from the previous iteration to compute \(\sigma_i\). See [24], [21] and [34] for a detailed derivation of the posterior hyperparameters.

### 4.4 Approximation Error in Symmetric HMMs

At first, ignoring weak state paths seems to be a very crude approximation for computing forward variables. But in many applications, in particular for CNV data, this is certainly not true. We demonstrate with a symmetric Gaussian HMM that the weak state path assumption is a fairly realistic approximation and leads to faster sampling.

We define a symmetric HMM, \(\theta = (A, B, \pi)\), with \(N\) states \(s_1, \ldots, s_N\), where we set self-transition probability \(a_{ii} = t\) and non-self-transition probability \(a_{ij} = \frac{1-t}{N-1}\) for \(1 \leq i \neq j \leq N\), and \(B = \{(\mu_1, \sigma^2), \ldots, (\mu_N, \sigma^2)\}\). Given a sequence of observations \(O\) (assumed to be generated by \(\theta\)) and its compressed form \(O'\) we describe an important lemma and some remarks below.

**Lemma 1.** Let \(O_{1,i-1} = O_{i-1}, O_{i,i+n-1} = O'\), \(\min_{o_j \in O'} o_j = q_{\min}, \max_{o_j \in O'} o_j = q_{\max}\), \(d = \min_{j \neq k} |\mu_j - \mu_k|\) and \(\frac{P(q_i|O_{i-1})}{P(q_i=s_o|O_{i-1})} \leq \alpha\). Assuming there exists a state \(s_x\) s.t. \(\tau = \min_{o'_{\min} - \frac{\mu_{s_x} + \mu_{s_x+1}}{2}} \frac{\mu_{s_x} + \mu_{s_x+1}}{2} - q_{\max} > 0\), we can show that \(\sum_{s \in S} P(O_{i,i+n-1}=s, q_i|O_{i-1}) \leq \)
\[ \alpha((1 + rc)^{n-1} + (N-1)c^{2n}(1 + r)^{n-1}), \text{ where } r = \frac{1-\epsilon}{\epsilon} \text{ and } c = e^{-\frac{d_1}{\sigma^2}} \]

\textbf{Proof.} Using the assumption on \( \tau \), for any position \( i \leq l \leq i+n-1 \), we can argue that,

\[ e^{-\frac{1}{2} \left( \frac{\mu_l - \mu_{q_l}}{\sigma} \right)^2} \leq e^{-\frac{\frac{\mu_l - \mu_{q_l}}{\sigma} |x|}{\sigma x}} \leq \begin{cases} \frac{1}{2} & \text{if } q_l = s_x, \\ e^{-\frac{d_1}{\sigma^2}} & \text{otherwise.} \end{cases} \quad (4.1) \]

For any partial state path \( Q_{i,i+n-1} \),

\[ P(Q_{i,i+n-1}, o' | O_{i-1}) = P(q_i | O_{i-1})P(o_i | q_i, O_{i-1}) \prod_{k=i}^{i+n-2} a_{q_k,q_{k+1}} P(o_{k+1} | q_{k+1}) = P(q_i | O_{i-1})e^{-\frac{1}{2} \left( \frac{\mu_l - \mu_{q_l}}{\sigma} \right)^2} \prod_{k=i}^{i+n-2} a_{q_k,q_{k+1}} e^{-\frac{1}{2} \left( \frac{\mu_{q_l} - \mu_{q_{l+1}}}{\sigma} \right)^2}. \quad (4.2) \]

We partition \( S^n \), the set of all possible partial state paths of length \( n \), into \( N \) subsets \( S^1 \ldots S^N \) such that, \( S^j = \{ \tilde{S} \in S^n : (\forall s_j \neq s_j) C(\tilde{S}, s_j) > C(\tilde{S}, s_l) \} \) for \( 1 \leq j \leq N \), where \( C(\tilde{S}, s) = \sum_{q_k \in \tilde{S}} 1(q_k = s) \). We again partition \( S^j = \bigcup_{k=0}^{n-1} S^j_k \) such that, \( S^j_k = \{ \tilde{S} \in S^j : \left( \sum_{l=1}^{n-1} 1(\tilde{S}_l \neq \tilde{S}_{l+1}) \right) = k \} \). The size of \( S^n \) can be expressed in terms of total number of non-self-transitions present in a path \( |S^n| = \binom{n}{k} (N-1)^k \).

As the sets \( S^j \) are equal sized partitions of \( S^n \), \( |S^j| = \sum_{k=0}^{n-1} \binom{n-1}{k} (N-1)^k \). Also notice that, by definition, the partial state paths in \( S^n \) with exactly \( k \) number of non-self-transitions are equally distributed among the subsets \( S^j \). As a result, \( |S^j_k| = \binom{n-1}{k} (N-1)^k \).

Now we define \( S^{[s]} = \{ Q_{i,i+n-1} : Q_{i,i+n-1} = s \} \). For the remaining part of the proof, if \( Y \) is a set of partial state paths, we use \( P(Y, o' | O_{i-1}) \) in place of \( \sum_{Q_{i,i+n-1} \in Y} P(Q_{i,i+n-1}, o' | O_{i-1}) \).

\footnote{For simplicity of the notation, we follow the convention that \( \mu_{s_0} = -\infty \) and \( \mu_{s_{N+1}} = \infty \) so that the proof holds for \( x = 1 \) or \( x = N \).}
for clarity and rewrite
\[
\frac{\sum_{q_i, i + n - 1 \in S^n} P(q_i, \ldots, q_i + n - 1, o'|O_{i-1})}{\sum_{s \in S} P(q_i = \ldots = q_i + n - 1 = s, o'|O_{i-1})} \text{ as } \frac{P(S^n, o'|O_{i-1})}{\sum_{s \in S} P(S^n, o'|O_{i-1})}.
\]

\[
P(S^n, o'|O_{i-1}) \leq P(S^n, o'|O_{i-1}) = \frac{\sum_{j=1}^N P(S^{s_j}, o'|O_{i-1})}{P(S^{s_0}, o'|O_{i-1})}.
\]

(4.3)

Now we derive an upper bound of the contribution from state paths in \(S^{s_x}\). In the following equations we make use of the fact that a state path with \(k\) non-self-transitions goes through at least \(\frac{k}{2}\) non-\(s_x\) states.

\[
P(S^{s_x}, o'|O_{i-1}) \leq \frac{\sum_{k=0}^{n-1} \sum_{\tilde{S} \in S^{s_x}_k} P(\tilde{S}, o'|O_{i-1})}{P(S^{s_x}, o'|O_{i-1})} = \frac{\sum_{k=0}^{n-1} \sum_{\tilde{S} \in S^{s_x}_k} P(\tilde{S}, o'|O_{i-1})}{P(S^{s_x}, o'|O_{i-1})}
\]

\[
= \sum_{k=0}^{n-1} \sum_{\tilde{S} \in S^{s_x}_k} \frac{P(\tilde{S}, o'|O_{i-1})}{P(S^{s_x}, o'|O_{i-1})} \frac{P(q_i|O_{i-1})}{P(q_i|O_{i-1})} e^{-\left(\frac{a_j - \mu q_j}{\sigma}\right)^2} \prod_{j=i}^{i+n-2} \frac{a_{q_j, q_{j+1}}}{a_{q_j, q_{j+1}}} e^{-\left(\frac{a_j - \mu q_j}{\sigma}\right)^2}
\]

\[
\leq \sum_{k=0}^{n-1} \sum_{\tilde{S} \in S^{s_x}_k} \alpha \left(\frac{1}{(N-1)t}\right)^{k+i+n-1} \prod_{j=i}^{i+n-1} e^{-\left(\frac{a_j - \mu q_j}{\sigma}\right)^2}
\]

\[
\leq \sum_{k=0}^{n-1} \binom{n-1}{k} (N-1)^k \alpha \left(\frac{1}{(N-1)t}\right)^k \left(e^{-\frac{1}{\sigma^2}}\right)^{\frac{k}{2}}
\]

\[
= \sum_{k=0}^{n-1} \binom{n-1}{k} \alpha \left(\frac{1}{t}\right)^k \left(e^{-\frac{1}{\sigma^2}}\right)^{\frac{k}{2}}
\]

\[
= \sum_{k=0}^{n-1} \alpha \left(\frac{n-1}{k}\right) \left(1-t\right)^k \left(e^{-\frac{1}{\sigma^2}}\right)^{\frac{k}{2}}
\]

\[
= \sum_{k=0}^{n-1} \alpha \left(\frac{n-1}{k}\right) (rc)^k
\]

\[
= \alpha(1 + rc)^{n-1}.
\]

(4.4)
Similarly, we derive an upper bound of the contribution from state paths in $S^y$, where $1 \leq y \neq x \leq N$. Now we use the fact that, because of the pigeonhole principle any state path in $S^y$ has to go through at least $\frac{n}{N}$ non-$x$ states.

\[
P(S^y, o'|O_{i-1}) \leq \sum_{k=0}^{n-1} \left( \begin{array}{c} n-1 \\ k \end{array} \right) (N-1)^k \alpha \left( \frac{1-t}{(N-1)t} \right)^k \left( e^{-\frac{d \tau}{\sigma^2}} \right)^\frac{n}{N}
\]

\[
= \sum_{k=0}^{n-1} \alpha \left( \frac{1-t}{t} \right)^k \left( e^{-\frac{d \tau}{\sigma^2}} \right)^\frac{n}{N}
\]

\[
= \sum_{k=0}^{n-1} \alpha \left( \frac{n-1}{k} \right) (N-1) e^{-\frac{d \tau}{\sigma^2}} ^\frac{n}{N}
\]

\[
= \alpha c^{\frac{2n}{N}} (1 + r)^{n-1} .
\]

Applying (4.4) and (4.5) in (4.3) we get,

\[
\sum_{Q_{i,i+n-1} \in S^a} P(Q_{i,i+n-1}, o'|O_{i-1}) \leq \alpha((1 + rc)^{n-1} + (N-1)c^{\frac{2n}{N}}(1 + r)^{n-1}) .
\]

Remark 1

For realistic values of $\tau, t, \text{ and } n$, the contribution from ignored weak state paths, which we call $\epsilon$, can be very small. If $\epsilon \ll 1$, ignoring weak state paths will not introduce large errors in the computation. For the 2-state example in Section 4.5.1 where $t = 0.9$, $d = 1$, and $\sigma^2 = 0.1$, $\epsilon$ is at most $\frac{1}{3}$ for block length $n \leq 10$ if we assume $\tau > 0.25$ and $\alpha = 1$. If $\tau$ is much larger and consequently $c^{\frac{2n}{N}}$ is much smaller, we can roughly say that $n$ can be as large as $1 + \log_{1+rc}(1 + \epsilon)$ in a symmetric Gaussian HMM.
Remark 2

We often encounter situations where \( P(q_i = s_x | O_{i-1}) \gg P(q_i \neq s_x | O_{i-1}) \). Even though it is not exploited in the lemma (\( \alpha \) being greater than or equal to 1), as a consequence of this, the observation sequence can be compressed into larger blocks keeping \( \epsilon \) small in practice.

4.5 Experiments

We evaluate FBG-sampling and approximate sampling in three different settings. First, its effectiveness is verified for a simple two state model. Then, we test on simulated ArrayCGH data which is the accepted standard for method evaluation [64]. Finally, we report findings from an analysis of Mantle Cell Lymphoma (MCL) cell lines [65], Corriel cell lines [66], GBM datasets [67], and high resolution SNP arrays [54,68]. For biological data, if multiple chromosomes are present, we use pooling [50] across chromosomes, which does not allow transition between different chromosomes but assumes model parameters to be identical across chromosomes. Throughout this section we define \( \sigma_D \) to be the standard deviation of all observations in the dataset. We compress the dataset with increasing values of \( w = 0.25 \sigma_D, 0.5 \sigma_D, 0.75 \sigma_D, \ldots \). For evaluation we consider the experiments as two class problems: aberrant clones belong to the positive class and normal clones belong to the negative class. When ground truth labels of a dataset are available we report F1-measure, recall, and precision for the experiment. With \( tp, fp, tn, fn \) we denote the number of true and false positives and true and false negatives respectively. Recall is defined as \( \frac{tp}{tp+fn} \), precision as \( \frac{tp}{tp+fp} \), and F1-measure as \( \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}} \). Experiments were run with a Python implementation on a Linux machine with 1.6 GHz Intel Core 2 Duo processor and 2 GB memory. For Expectation Maximization (EM), we use the Baum-Welch algorithm from the GHMM package which is implemented in C and considerably faster than a Python implementation.
4.5.1 Synthetic Data

2-State HMM

We define a HMM $\theta_{2ST} = (A, B, \pi)$ with $A = \begin{bmatrix}[0.9, 0.1], [0.1, 0.9] \end{bmatrix}$, $B = \begin{bmatrix}(0, 0.1), (1, 0.1)\end{bmatrix}$, $\pi = \begin{bmatrix}[\frac{1}{2}, \frac{1}{2}]\end{bmatrix}$. From $\theta_{2ST}$ we sample an observation sequence $O = o_1, \ldots, o_{10,000}$, and run MCMC for $M = 100$ steps with hyperparameter values $\tilde{\mu}_{1:2} = 0, 1$ for the prior mean on $\mu$, $\tilde{\sigma}_{1:2} = 0.5, 0.5$ for the prior variance on $\mu$, $a_{1:2} = 4, 4$ for the shape of Gamma prior on $\sigma^{-2}$, $b_{1:2} = 1, 1$ for the rate of Gamma prior on $\sigma^{-2}$, $\delta^\pi = 1, 1$ for the Dirichlet prior on the initial distribution $\pi$, and $\delta^{A_i}_{1:2} = 1, 1$ for the Dirichlet prior on row $i$ of transition matrix $A$.

After $M$ iterations, we compare the posterior probabilities $P(q_t = i|O, \theta^M_{FBG})$ and $P(q_t = i|O, \theta^M_A)$, where $\theta^M_{FBG}$ and $\theta^M_A$ are $M$-th parameter samples of FBG-sampling and approximate sampling. Fig. 4.3 shows that the posterior probability of being in state 1 for each position can be approximated fairly well even for large values of $w$. The average posterior error $\tilde{P} = \frac{1}{2T} \sum_t \sum_i |P(q_t = i|\theta^M, O) - P(q_t = i|\theta^{true}, O)|$ reflects the same fact in Table 4.1. Similarly, we compute the Viterbi paths and report total number of mismatches between them along with the likelihoods in Table 4.1.

Simulation from Genetic Template

We use 500 simulated datasets published in [64]. Each dataset has 20 chromosomes and 100 clones per chromosome for a total of 2,000 clones per dataset. A four-state HMM predicts the aberrant regions—loss defined as state $S_1$ and gain defined as state $S_3$ or $S_4$. The neutral region is modeled as state $S_2$. We put an ordering constraint on the means, $\mu_1 < \mu_2 < \mu_3 < \mu_4$, to prevent label switching of the states [26]. Hyperparameter choices follow [50] and are $\tilde{\mu}_{1:4} = -0.5, 0, 0.58, 1$ for the prior mean on $\mu$, $\tilde{\sigma}_{1:4} = 0.5, 0.001, 1.0, 1.0$ for the prior variance on $\mu$, $a_{1:4} = 10, 100, 5, 5$ for the shape of gamma prior on $\sigma^{-2}$, and $b_{1:4} = \delta^\pi = \delta^{A_i}_{1:4} = 1, 1, 1, 1$ for the rate of gamma prior on $\sigma^{-2}$, the Dirichlet prior on initial distribution $\pi$, and the Dirichlet prior on row $i$ of transition matrix $A$, respectively.
Figure 4.3: Simulated data: approximate posterior We show the posterior probability of state 1 (y-axis) for first fifty observations (x-axis) with \( w = 0.5\sigma_D \) (top left), 1.0\( \sigma_D \) (top right), 1.5\( \sigma_D \) (bottom left), and 2.0\( \sigma_D \) (bottom right). The true posterior is shown as a solid line, the approximate posterior as a dashed line, and their absolute difference is shown in dashed vertical lines.

Table 4.2 shows the mean and standard deviation of F1-measure, recall, and precision over the 500 datasets for FBG-sampling, approximate sampling, and Expectation Maximization (EM) with the ground truth provided by [64]. Even for this collection of relatively small datasets we see a 10-fold speed up. For each dataset we run FBG and approximate sampling for \( M = 100 \) steps (we have visually monitored the parameters and noticed convergence within 50 steps, see Fig. 4.4 for a representative example). The last 10 samples are used to compute 10 samples of the posteriors for each state and for each position in the observation sequence. Subsequently, aberrant regions are predicted based on the average of those distributions. We report the speed-up of approximate vs. FBG sampling based on the time it takes to compress the sequence and run \( M \) steps of MCMC. For one individual dataset EM requires 58 seconds on average, which allows for a total of 800-1000 repetitions from randomized points sampled from the prior distributions in the time needed for FBG sampling. Each run continues until the likelihood converges and the best model based on likelihood is selected. Aberrant
regions are predicted and compared against the ground truth based on the Viterbi path. We report the mean and standard deviation of F1-measure, recall, and precision over the results of EM on 500 datasets.

4.5.2 Biological Data

Mantle Cell Lymphoma (MCL)

De Leeuw and colleagues identified recurrent variations across cell lines using ArrayCGH data of MCL cell lines [65]. Out of the eight cell lines [65] HBL-2 was fully annotated with marked gain and loss regions in the autosomes. This dataset contains about 30,000 data points (combining all the autosomes). We have used a four-state HMM for predicting aberrant regions. State 1 represents copy number loss, state 2 represents normal copy number, state 3 represents single copy gain, and state 4 multiple gain. For HBL-2 we report the F1-measure, recall, precision and speed-up. Similar to the synthetic case we put an ordering constraint on the means, \( \mu_1 < \mu_2 < \mu_3 < \mu_4 \). Hyperparameter choices follow [50] and are same as for the simulation from genetic template, except for \( \tilde{\sigma}_{1:4} = 0.2, 0.1, 0.2, 0.2 \), the prior variance on \( \mu \), and \( a_{1:4} = 15, 20, 10, 10 \), the shape of gamma prior on \( \sigma^{-2} \). Settings for FBG-sampling and approximate sampling are identical to the simulated case with one exception; for each simulated dataset sampling methods run once and we report the average and standard deviation over 500 datasets, but for HBL-2 we let them run 10 times and report the average and standard deviation of these 10 F1-measures, recalls, and precisions in Table 4.2. Each EM run starts with the initial parameter values sampled either from the prior distributions, or from uniform distributions, and continues until the likelihood value converges. We report the performance of the most likely model (which is the preferred criteria to select a model), the likelihood of the best model based on F1-measure, and the average and standard deviation of F1-measures, recalls, and precisions of all the models generated by EM. As representative examples, we also plot the segmentation of chromosome 1 and 9 computed by FBG-sampling and approximate sampling along with the ground truth labels in Fig. 4.5.
Figure 4.4: MCMC convergence The convergence of posterior probabilities for loss, neutral, and gain of three representative probes—probe 1658, probe 1512, and probe 447 respectively—from the simulated dataset 63 are shown. For each probe, at first, the posterior probability of the corresponding HMM state, given the sampled parameters from the current MCMC iteration, is computed. The time-average of these posterior probabilities, starting from the first iteration to the current iteration, approximates the posterior of the HMM state given the data. The mean of the posterior probabilities over 10 MCMC chains are shown with error bars (mean ± one standard deviation)—loss probe in the bottom row, neutral probe in the middle, and the gain probe in the top row. The top figures show the outcomes of FBG sampling and the bottom figures show the outcomes of approximate sampling. Note that the reduction in standard deviation suggests that approximate sampling converges quicker than FBG sampling for these probes.
Figure 4.5: HBL-2: chromosome 1 and 9 We contrast the ground truth and the segmentations produced by FBG-sampling and approximate sampling. For approximate sampling $w$ was set to the value recommended by the L-method. Here, clones predicted as loss are shown in red, normal clones in green, and gain in blue. The figure at the top shows chromosome 1 and the bottom figure shows chromosome 9.
Corriel

Corriel cell lines were used by Snijders et al. [66] and are widely considered a gold standard in ArrayCGH data analysis. This dataset is smaller and, in fact, fairly easy compared to the MCL cell lines. For the Corriel cell line we use a 4-state HMM and report the results for GM05296 and GM00143 in Table 4.2. Again, approximate sampling performs competitively while achieving more than a 10-fold speed-up. Hyperparameter choices follow [34].

GBM

The glioma data from Bredel et al. [67] has previously been used to analyze the performance of CNV detection methods [58, 69]. According to [69], GBM datasets are noisy but contains a mixture of aberrant regions with different width and amplitude. In particular, chromosome 13 of GBM31 is reported to have low amplitude loss in p-arm and chromosome 7 of GBM29 is reported to have high amplitude gains near the EGFR locus by previous studies [58, 69]. The segmentation of these two chromosomes are shown in Fig. 4.6. Although [69] reports that EM based HMM failed to detect these aberrations we see that Bayesian HMM has successfully detected both the gain in chromosome 7 and the loss in chromosome 13. For this dataset, we use a 3-state HMM with non-informative hyperparameters, $\tilde{\mu}_{1:3} = -\frac{\sigma_D}{2}, 0, \frac{\sigma_D}{2}$ for the prior mean on $\mu$, $\tilde{\sigma}_{1:3} = 0.2, 0.1, 0.2$ for the prior variance on $\mu$, $a_{1:3} = 1, \frac{1}{\sigma_D}, 1$ for the shape of gamma prior on $\sigma^{-2}$, $\delta^\pi = 1, 9, 1$ for the Dirichlet prior on initial distribution $\pi$, and $b_{1:3} = \delta^A_{1:3} = 1, 1, 1$ for the rate of gamma prior on $\sigma^{-2}$ and the Dirichlet prior on row $i$ of transition matrix $A$, respectively, and at the recommended $w$ value we see a 10 fold speed-up.

SNP Array

High-resolution Single Nucleotide Polymorphism (SNP) arrays are capable of detecting smaller CNVs than ArrayCGH. To demonstrate the computational advantage of approximate sampling on SNP arrays we have chosen publicly available Affymetrix 100k
Figure 4.6: GBM: chromosome 7 (GBM29) and chromosome 13 (GBM31) Loss (red), normal (green), and gain (blue) clones are identified using FBG-sampling and approximate sampling. For approximate sampling $w = 1.5\sigma_D$ is used, which was recommended by the L-method.
pancreatic cancer datasets from [68] and Illumina HumanHap550 arrays of HapMap individuals which are provided as examples in PennCNV [54]. An Affymetrix 100k dataset consists of two different arrays each with \( \approx 60,000 \) SNP markers and, in total, \( 10^5 \) data points per sample. On the other hand, the Illumina HumanHap550 array has around half a million SNP markers.

We have applied FBG-sampling and approximate sampling with \( w = 1.8\sigma_D \), the recommended value by the L-method, to the sample datasets from Harada et al. [68] and found that the computational speed-up is 22-fold (100 runs of FBG-sampling takes 1844 seconds). Both sampling approaches mostly agree on their predictions but they, specially FBG-sampling, detect several more CNVs than previously identified [68]. For example, the high amplification in chromosome 11 (sample 33) is successfully identified by all methods but in chromosome 18 (sample 16) the sampling algorithms find a few normal regions previously predicted [68] as loss using the CNAG tool [70] (see Fig. 4.7). One possible reason for these differences is that while we use 269 HapMap samples as reference they use 12 unpublished normal samples as reference.

Similarly, we have tested our method with \( 2.0\sigma_D \leq w \leq 3.0\sigma_D \) against Illumina HumanHap samples and observed 70 to 90 fold speed-up in computations (100 runs of FBG-sampling takes 9693 seconds). These samples are taken from apparently healthy individuals and contain very few CNVs. As expected, both sampling algorithms’ predictions are nearly identical and they seem to predict extreme outliers as aberrant markers. In contrast, PennCNV [54] does not report CNVs which are covered by less than 3 SNPs, thus suppressing the outliers as normal. We plot a typical region (from \( 1.4e+08 \)bp to \( 1.7e+08 \)bp) of chromosome 6 from sample 3 (ID 99HI0700A) in Fig. 4.8.

To set hyperparameters we follow the default parameters of the HMM used in PennCNV [54]. We have observed that HMMs for large arrays are particularly sensitive to the self-transition probabilities (which is also reflected in the default parameter values of the HMM used in PennCNV). Hence, hyperparameters were set to reflect the choice of high self-transition probability for each state — we set \( \delta_{1,3}^A = \alpha_{i1l}, \alpha_{i2l}, \alpha_{i3l} \), the Dirichlet prior on row \( i \) of transition matrix \( A \), where \( l = 5000 \), \( \alpha_{ii} \) is 0.99 for \( i = 2 \), 0.95 for \( i \neq 2 \), \( \alpha_{ij} = \frac{1-\alpha_{ii}}{2} \) for \( i \neq j \). Other hyperparameters for the 3-state HMM
were set such that the expected values of prior distributions match the default values for PennCNV. In particular, they were \( \hat{\mu}_{1:3} = -0.66, 0, 0.54 \) for the prior mean on \( \mu \), \( \hat{\sigma}_{1:3} = 0.001, 0.001, 0.001 \) for the prior variance on \( \mu \), \( a_{1:3} = 12, 30, 25 \) for the shape of gamma prior on \( \sigma^{-2} \), \( b_{1:3} = 1, 1, 1 \) for the rate of gamma prior on \( \sigma^{-2} \), and \( \delta^\pi = 1, 9, 1 \) for the Dirichlet prior on initial distribution \( \pi \), respectively.

4.5.3 Discussion

**EM vs. MCMC**

As already a 4-state Gaussian HMM has 23 free parameters applying EM is often difficult due to the existence of multiple local optima and the local convergence of EM. Consequently, the estimate has to be repeated many times with randomly initialized parameter values to find the most likely model. It should also be noted that not necessarily the model maximizing the likelihood exhibits the best performance in classifying aberrations. Additionally, applying any constraint in an EM settings, i.e. ordering of the state means, is harder than in MCMC. EM also produces inferior results on datasets exhibiting class imbalance, for example where one type of aberrations (observations for one HMM state) are rare or missing, while MCMC can overcome this problem using informative priors. In Table 4.2 we see that MCMC sampling performs better than EM on real biological data which is consistent with prior reports from Guha and Shah who also report difficulties with EM and better MCMC performances. In particular, for HBL-2 we observe that the best model in terms of F1-measure—which is not available in \textit{de novo} analysis—is not the most likely model and the most likely model has very low precision and, consequently, worse F1-measure than MCMC sampling. On the simulated datasets, EM performs poorly if the dataset is imbalanced. As a result we observe slightly worse standard deviation for the precisions and F1-measures computed by EM in Table 4.2. We also notice from the confusion matrix of three classes—loss, neutral, and gain—that even though the mean F1-measure, recall, and precision (defined on two classes, neutral and aberrant) are high, due to label switching, EM does not distinguish gain from loss, and vice versa, very well (see
Figure 4.7: Affymetrix 100k SNP array: chromosome 18 of sample 16 and chromosome 11 of sample 33 Loss (red), normal (green), and gain (blue) clones are identified using FBG-sampling and approximate sampling. For approximate sampling \( w = 1.8\sigma_D \) is used, which was recommended by the L-method.
Figure 4.8: Illumina HumanMap550 array: chromosome 6 of sample 3. Loss (red), normal (green), and gain (blue) clones are identified using FBG-sampling and approximate sampling. For approximate sampling \( w = 1.6\sigma_D \) is used, which was recommended by the L-method.

Table 4.3). By re-ordering the already learned state means the label switching problem can be addressed, but that increases misclassification rate due to state collapsing as the parameter values, specially means of the Gaussians, become almost identical [26]. In contrast, Bayesian methods cope with class imbalance problem by applying order constraints. Moreover, using McNemar’s test [71] on the combined result of the 500 datasets we have verified that the predictions based on EM are significantly different from the predictions made by Bayesian methods with p-values being less than 0.001 in both cases.

**FBG vs. Approximate Sampling**

In an ideal setting, like the 2-state HMM example, approximate sampling closely mimics the performance of FBG sampling up to moderate compression level. For the simulated and real dataset approximate sampling’s performance is comparable to FBG’s while achieving a speed-up of 10 or larger. We also observe that for higher compression levels approximate sampling reports small number of aberrant clones, which results in small \( t_p \) and \( f_p \) values, but large \( f_n \) value. As a result, we see low recall and high precision
rate when the compression level is too high for a particular dataset (see the rows with $w \geq 4.0\sigma_D$ for HBL-2 in Table 4.2).

From Figs. 4.5, 4.6, 4.7, and 4.8 we observe that segmentations by both sampling methods are almost identical at the recommended width $w$ value. In case of HBL-2, they differ from the ground truth in some places. They predict a few extra gain regions and outliers are generally predicted as gains. We, as well as Shah et. al. [50], have noticed that the HBL-2 dataset has many outliers, and the variance of emission distribution of gain state 4 converges to a high value which tries to explain the outliers. In contrast, GBM has fewer outliers (see Fig. 4.6) and approximate sampling seems robust to those outliers. As the compression algorithm forces possible outliers to be included in a compressed block, it is robust to moderate frequencies of outliers.

**Width Parameter**

By varying the width parameter $w$ we can control the compression ratio $\gamma$ and the speed-up achieved by approximate sampling. But from Table 4.1 and 4.2 and Lemma 1 it is also clear that by setting a large value one can get unfavorable results. We have analyzed the effect of different $w$ values using a synthetic dataset with a controlled level of noise following [72]. Each dataset has three chromosomes with total probe counts 500, 750, and 1000. Ten aberrant regions of size 11-20 probes, randomly assigned gain or loss, are inserted in random positions of the 500 probe chromosome. Similarly, 15 aberrant regions of size 11-25 probes, randomly assigned gain or loss, are inserted into larger chromosomes. A noise component $N(0,\sigma)$ is added to the theoretical log-ratios $-1,0,0.58$ (loss, neutral, and gain respectively) to model the data. For a set of noise levels, $\sigma$ ranging from 0.1 to 0.5, 50 synthetic datasets are generated. We use a 3-state HMM with width parameter values in the range $0\sigma_D, \ldots, 4\sigma_D$ (where $\sigma_D$ is the standard deviation of the dataset). Signal-to-noise ratio (SNR) is defined as $\frac{0.58}{\sigma}$. In Fig. 4.9 we plot the mean compression ratio, F1-measure, recall, and precision for 50 synthetic datasets and the real biological data HBL-2. For all noise levels the compression ratio drops exponentially with increasing values of $w$. Ideally, one would like to compress as much as possible without affecting the quality of the predictions. We visually identified
a best value for width as the point after which the F1-measure drops substantially. Comparing the knee of the curve with the best value, we notice that while using the knee computed by L-method [63] is a conservative choice for width, in most cases we can still obtain a considerable speed-up.

**Outliers**

Gaussian HMMs are known to be sensitive to outliers which is evident from our results of HBL-2 and SNP arrays. Traditionally, outliers have been handled either by using a mixture distribution as the emission distribution or by preprocessing the data to remove possible outliers or impute more appropriate values. We have observed that a simple local median approach works very well to identify the outliers in a time series of log\textsubscript{2}-ratio values. Although using a mixture distribution or a distribution with fat tails, i.e. Student’s-t distribution, is a better choice we lose a significant computational advantage in approximate sampling. For a block of observations \( o' = o_i, \ldots, o_k \) we can compute \( \prod_{j=i}^{k} P(o_j | q', \theta) \) in constant time using precomputed values \( \sum_{j=i}^{k} o_j \) and \( \sum_{j=i}^{k} o_j^2 \) if the emission distribution is Gaussian. But it is not obvious how we can accomplish this for a more complicated distribution. Another approach, which we prefer in this context, is to use a HMM state with a very wide Gaussian and low self-transition probability to model the outliers. We have observed very good performance in this way. However, as our primary focus is to compare FBG-sampling with approximate sampling we choose to use a simple Gaussian model at the end.
Figure 4.9: Effect of width parameter $F_1$-measure (red, circle), recall (violet, square), and precision (black, triangle) of approximate sampling over HBL-2 and five synthetic datasets of varying noise levels are shown. For comparison, $F_1$-measure (green, solid), recall (cyan, dashed dot), and precision (olive, dotted) of FBG-sampling are also shown as horizontal lines. For width values $0.0\sigma_D,...,4.0\sigma_D$ compression ratio $\gamma = \frac{T'}{T}$ is shown as blue line with stars. Knee is predicted using L-method and shown as a vertical line (blue, dashed dot). Vertical line (green, dashed dot) showing best width is selected by visual inspection.
Table 4.1: We show the average posterior error $\tilde{P} = \frac{1}{2T} \sum_t \sum_i |P(q_t = i|θ^M, O) - P(q_t = i|θ^{true}, O)|$ and total number of mismatches between the two Viterbi paths $\tilde{V}$, generated by models with parameters $θ^{true}$ and $θ^M$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$w$ (in $σ_D$)</th>
<th>$P$</th>
<th>$V$</th>
<th>Likelihood</th>
<th>Time (in sec)</th>
<th>Speed up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approx</td>
<td>0.25</td>
<td>0.001</td>
<td>3</td>
<td>-5470</td>
<td>74</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.001</td>
<td>3</td>
<td>-5475</td>
<td>61</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.002</td>
<td>6</td>
<td>-5469</td>
<td>35</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>1.00</td>
<td>0.004</td>
<td>22</td>
<td>-5478</td>
<td>21</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td>0.012</td>
<td>81</td>
<td>-5588</td>
<td>13</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>0.054</td>
<td>410</td>
<td>-6576</td>
<td>8</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>0.219</td>
<td>2345</td>
<td>-8230</td>
<td>4</td>
<td>20.1</td>
</tr>
<tr>
<td></td>
<td>2.00</td>
<td>0.248</td>
<td>2857</td>
<td>-8492</td>
<td>3</td>
<td>34.1</td>
</tr>
<tr>
<td>FBG</td>
<td>...</td>
<td>0.003</td>
<td>12</td>
<td>-5471</td>
<td>87</td>
<td>1.0</td>
</tr>
<tr>
<td>True</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-5470</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
Table 4.2: EM, FBG-sampling, and approximate sampling results for simulated, HBL-2, and Corriel dataset are shown here. Approximate sampling results are reported for different choices of $w$. The $w$ value which is closest to the one estimated by the L-method is shown in italic. Width $w$ is reported in $\sigma_D$ of the corresponding dataset, time is reported in seconds, and compression is defined as $\frac{T'}{T}$. For HBL-2, the initial parameter values for EM are sampled from the prior or uniform distributions, and the average (mean), most likely (ML), and best (in terms of F1-measure) performances along with likelihoods are reported.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>$w$</th>
<th>F1</th>
<th>Recall</th>
<th>Precision</th>
<th>Time</th>
<th>Compr.</th>
<th>Speed-up</th>
<th>Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated</td>
<td>Approx</td>
<td>0.50</td>
<td>0.97</td>
<td>0.96</td>
<td>0.98</td>
<td>27</td>
<td>0.387</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.75</td>
<td>0.97</td>
<td>0.96</td>
<td>0.98</td>
<td>16</td>
<td>0.195</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.00</td>
<td>0.97</td>
<td>0.95</td>
<td>0.98</td>
<td>10</td>
<td>0.097</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.25</td>
<td>0.96</td>
<td>0.94</td>
<td>0.98</td>
<td>7</td>
<td>0.050</td>
<td>8.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.50</td>
<td>0.94</td>
<td>0.92</td>
<td>0.97</td>
<td>5</td>
<td>0.031</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>0.91</td>
<td>0.89</td>
<td>0.96</td>
<td>5</td>
<td>0.023</td>
<td>12.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.00</td>
<td>0.86</td>
<td>0.85</td>
<td>0.92</td>
<td>5</td>
<td>0.018</td>
<td>12.2</td>
<td></td>
</tr>
<tr>
<td>FBG</td>
<td>...</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>0.98</td>
<td>58</td>
<td>...</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>EM prior, ML</td>
<td>...</td>
<td>0.96</td>
<td>0.97</td>
<td>0.96</td>
<td>0.98</td>
<td>58</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>0.85</td>
<td>0.83</td>
<td>0.88</td>
<td>72</td>
<td>0.078</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.0</td>
<td>0.87</td>
<td>0.83</td>
<td>0.91</td>
<td>21</td>
<td>0.018</td>
<td>39.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.0</td>
<td>0.89</td>
<td>0.83</td>
<td>0.95</td>
<td>13</td>
<td>0.006</td>
<td>61.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.0</td>
<td>0.84</td>
<td>0.77</td>
<td>0.95</td>
<td>13</td>
<td>0.003</td>
<td>61.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.0</td>
<td>0.71</td>
<td>0.60</td>
<td>0.95</td>
<td>13</td>
<td>0.002</td>
<td>64.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>6.0</td>
<td>0.79</td>
<td>0.69</td>
<td>0.96</td>
<td>14</td>
<td>0.002</td>
<td>59.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.0</td>
<td>0.76</td>
<td>0.64</td>
<td>0.93</td>
<td>13</td>
<td>0.001</td>
<td>61.4</td>
<td></td>
</tr>
<tr>
<td>HBL-2</td>
<td>Approx</td>
<td>...</td>
<td>0.82</td>
<td>0.84</td>
<td>0.80</td>
<td>810</td>
<td>...</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>EM prior, ML</td>
<td>...</td>
<td>0.65</td>
<td>...</td>
<td>0.9</td>
<td>0.50</td>
<td>810</td>
<td>...</td>
<td>...</td>
<td>15158</td>
</tr>
<tr>
<td>EM prior, best</td>
<td>...</td>
<td>0.85</td>
<td>...</td>
<td>0.84</td>
<td>0.86</td>
<td>810</td>
<td>...</td>
<td>...</td>
<td>9616</td>
</tr>
<tr>
<td>EM prior, mean</td>
<td>...</td>
<td>0.76</td>
<td>0.86</td>
<td>0.86</td>
<td>0.68</td>
<td>810</td>
<td>...</td>
<td>...</td>
<td>13744</td>
</tr>
<tr>
<td>EM unif, ML</td>
<td>...</td>
<td>0.64</td>
<td>...</td>
<td>0.90</td>
<td>0.50</td>
<td>810</td>
<td>...</td>
<td>...</td>
<td>15159</td>
</tr>
<tr>
<td>EM unif, best</td>
<td>...</td>
<td>0.86</td>
<td>...</td>
<td>0.88</td>
<td>0.88</td>
<td>810</td>
<td>...</td>
<td>...</td>
<td>9136</td>
</tr>
<tr>
<td>EM unif, mean</td>
<td>...</td>
<td>0.54</td>
<td>0.77</td>
<td>0.77</td>
<td>0.46</td>
<td>810</td>
<td>...</td>
<td>...</td>
<td>13457</td>
</tr>
</tbody>
</table>

GM05296 Approx 2.0 0.96 1.00 0.93 0.01 3 0.027 13.0
FBG ... 0.89 0.01 1.00 0.81 0.01 40 ... 1.0

GM00143 Approx 2.0 0.98 1.00 0.96 0.00 3 0.027 13.8
FBG ... 0.89 0.24 1.00 0.86 0.26 40 ... 1.0
Table 4.3: Confusion matrices showing the proportion of accurate predictions based on EM, FBG-sampling, and approximate sampling methods on 500 simulated datasets.

<table>
<thead>
<tr>
<th></th>
<th>Truth</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Loss</td>
<td>Neutral</td>
<td>Gain</td>
<td></td>
</tr>
<tr>
<td>EM</td>
<td>Loss</td>
<td>0.855</td>
<td>0.071</td>
<td>0.074</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>0.001</td>
<td>0.996</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Gain</td>
<td>0.190</td>
<td>0.087</td>
<td>0.723</td>
</tr>
<tr>
<td>FBG</td>
<td>Loss</td>
<td>0.980</td>
<td>0.020</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>0.002</td>
<td>0.995</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Gain</td>
<td>0.002</td>
<td>0.020</td>
<td>0.973</td>
</tr>
<tr>
<td>Approx.</td>
<td>Loss</td>
<td>0.981</td>
<td>0.019</td>
<td>0.000</td>
</tr>
<tr>
<td>(w = 1.25σ_D)</td>
<td>Neutral</td>
<td>0.002</td>
<td>0.993</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Gain</td>
<td>0.009</td>
<td>0.022</td>
<td>0.969</td>
</tr>
</tbody>
</table>
Chapter 5

Geometric Embeddings for HTS Reads

Although microarray experiments such as arrayCGH have been effectively used for many applications including CNV detection, the resolution of such datasets are typically in the kilobase range. As a result, these datasets are not suitable for detecting mutations and small loss or gain (1-100 bp)—jointly known as insertion and deletion (indel)—in a sample genome. HTS experiments alleviates this problem by rapidly and cost-efficiently generating millions of short reads from a sample genome at single base-pair level resolution. In the last decade, HTS reads have revolutionized the field of computational biology; From discovery of SNPs to indels, from de-novo assembly to gene expression analysis, almost all area related to genomic analysis have made tremendous progress through the use of HTS datasets. Starting from this chapter, we will focus on HTS reads and discuss some of the challenges, and our contributions, related to analyzing these datasets.

In resequencing experiments, the first step is mapping HTS reads to a reference genome—the process is known as read mapping. Approximate string matching, the theoretical problem underlying read mapping, is arguably one of the most fundamental problems in bioinformatics, and a very well-studied area in data mining; for surveys see [73, 74]. Mapping reads from sequencing experiments requires solving approximate string matching problems for billions of short DNA sequences of length 50–500bp against entire genomes. Out of the variety of different approaches (see [75] for a detailed taxonomy) proposed for approximate string matching, current read mappers rely on only three different paradigms [76]: seed-and-extend (encompassing hash tables and q-gram filtering), prefix/suffix tries (using the Burrows-Wheeler transform [77] and FM index [78]), and one approach based on merge sort [79]. Their computational efficiency
Figure 5.1: Most approaches to approximate string matching using Ukkonen’s q-gram lemma rely on the existence of reasonably large q-grams which are exact matches between pattern and text. These can be found efficiently with a number of techniques and yield putative hits which are then evaluated using an alignment algorithm. For each pattern and each putative hit the number of shared q-grams is evaluated de novo (left). We map both reads and genome locations to vectors of 3-gram frequencies and identify approximate matches finding nearest neighbors (right). This is accelerated by the use of a spatial index structure, e.g. a kd-tree which is created by recursively partitioning the input space around the median value of a dimension.

depends on the existence of exact matches between the read and the genome. As one of the contributions of this thesis, we introduce a new strategy for read mapping and present a new readmapper named TreQ, following ideas first proposed for protein sequences [80] and generally referred to as vector space frequency distance methods [74], embedding strings as q-gram frequency vectors.

This chapter is organized as follows. We start with a discussion on related work. In Section 5.2, we show how $L_1$ distance serves as a lower bound for affine gap costs. In Section 5.3, we introduce our methodology and implementation details. We provide a detailed analysis on both real and simulated data to show the advantages and drawbacks of geometric embeddings in Section 5.4.

5.1 Related Work

Intuitively, there cannot be an approximate match of small edit distance between a read and the genome if not one or several exact matches of length q exist. The relationship between the presence of such matching q-grams (sequence of length q) and the edit distance was revealed in a paper by Ukkonen [81]: a lower bound for the edit distance between two strings is given by the $L_1$ distance between their count vectors of q-grams (for q = 3 these are the trinucleotide frequency vectors). This provides the basis for
a seed-extend strategy of using efficient algorithms for finding one initial exact $q$-gram match, exploring whether additional exact $q$-gram matches support the existence of an approximate match, see Fig. 5.1 (left), and then use an efficient alignment algorithm, such as Myers’ bit-vector algorithm \[82\], to verify and assess the quality of the match. Existing methods either implement this idea of $q$-gram filtering \[83\] directly \[84,86\], or implicitly rely on it through suffix trie based data structures \[87,89\].

The running times depend on the maximal edit distance permitted: smaller maximal edit distance allows to chose larger $q$, thus there will be fewer exact $q$-gram matches and putative approximate matches to explore; indeed their probability decreases exponentially. If we think of patterns being derived from a match in the text through edit operations of technical nature (sequencing errors), or biological nature (genetic variants), the probability of hitting all $q$-grams and thus rendering $q$-gram filtering useless increases with the number of edits \[90\]. Spaced seeds \[91\] and gapped $q$-grams \[92\], requiring exact matches in a fixed pattern of $q$ out of $q'>q$ positions, are one way of addressing this. Most popular approaches however strictly limit the maximal edit distance and use heuristics to keep running time in check at the potential cost of missing best matches.

In particular the detection of indels suffers from the limits on edit distance of matches. Many of the existing methods have problems in mapping 100bp reads with indels to the reference genome; longer reads improve the situation for some approaches. Consequently, the state-of-the-art in the detection of structural variants is the use of paired-end read libraries and advanced methods for performing downstream analysis after mapping the paired-end read libraries to reference genomes \[93,97\]. Nevertheless, Alkan \textit{et al.} \[98\] noted that, in particular, detection of small, 5–50bp indels is a largely open problem, although our analysis reveals that one recent approach, Stampy \[99\], provides excellent sensitivity. In the detection of such short indels the deviations from mean insert length are measured and thus the sequencing coverage required to arrive at statistical significance is inversely proportional to the indel length. Our results will show that the detection of 1–16bp indels from \textit{single reads} is possible using $L_1$ distance.

We choose $q = 3$ and consider vectors of \textit{all} trinucleotide frequencies, by embedding
reads of length between 100–1000bp as vectors in $\mathbb{R}^{64}$. The problem of finding a minimal edit distance approximate match now becomes the problem of finding a nearest neighbor in a data set of vectors derived from a genome by sliding a window over the genome and mapping the sequence to a frequency vector, see Fig. 5.1 (right). Finding (approximate) nearest neighbors however has been well studied and a large range of spatial index data structures have been proposed generally leading to $O(n \log n)$ complexity for construction of the spatial index and $O(\log n)$ complexity for nearest neighbor queries, where $n$ denotes the number of points in the index. Empirical running times however vary widely based on the detailed structure of the problem instance and thus algorithm engineering is important for achieving competitive running times.

The vector space frequency distance method introduced in [80] was not further pursued except in a small scale study focusing on different ways to map strings to vectors [104,105]. In recent years, researchers in databases, both multi-media and text, investigated indices in high-dimensional spaces [106–110], but the small alphabet size of DNA which leads to non-sparse frequency vectors preclude their use here. Boytsov et al. [74] implemented and evaluated a range of different approaches in approximate string matching also on DNA datasets which are of small bacterial genome size (3.2Mbp). We found that his findings do not translate when the genome size increases by a factor of 1,000. For instance, the effects of cache or page misses, which motivate cache-oblivious data structures that guarantee minimum number of cache misses irrespective of cache size and memory hierarchy, are simply not observable on small data sets. During the development of the method we used state-of-the-art $kd$-tree libraries [111, 112], but found them to be lacking in performance once the index contained more than a few million points. Indeed, on genome-size problems, the ability to effectively implement data structures in a cache-oblivious manner is more important than computational complexity.

5.2 The $q$-gram Lemma revisited

We use the usual notation, following [113]: A finite set of characters $\Sigma = \{a, b, c, \ldots\}$ an alphabet and a sequence $s$ of characters from $\Sigma$ a string. We denote by $|s|$ its length, by
$s_i$ its $i$-th character, $i > 0$, and by $s[i, j]$ the continuous sub-string starting at position $i$ and ending in position $j$.

We associate strings with vectors by computing the frequencies of all $q$-grams,

$$c_q(s) := (|\{ i \in \{1, \ldots, |s| - q + 1 \} : s[i, i + q - 1] = w \}|)_{w \in \Sigma^q} \quad (5.1)$$

which define a map from $\Sigma^* \rightarrow \mathbb{R}^{\Sigma^q}$ through $s \mapsto c_q(s)$. We assume that the $q$-words are in lexicographic order. We obtain a distance from the $q$-spectrum by considering the $L_1$ distance of the count vectors in $\mathbb{R}^{\Sigma^q}$, $L_1(s, t) := |c_q(s) - c_q(t)|$.

**Edit distance.** The edit distance $ED(s, t)$ between two strings $s$ and $t$ is determined by the minimal number of edit operations—substitutions, insertions and deletions—necessary to transform one into another. We can notate the edit operations as rewriting rules, $a \rightarrow \epsilon$ is a deletion, $\epsilon \rightarrow a$ an insertion and $a \rightarrow b$ a substitution. Here, $a, b \in \Sigma$, $a \neq b$ and $\epsilon$ is the empty string. What is usually referred to as the edit distance is indeed the Levenshtein distance which assigns unit costs to the three possible operation. This of course generalizes to arbitrary costs $c_s$, $c_i$ and $c_d$ for substitutions, insertions and deletions respectively.

For $s, t \in \Sigma^q$, Ukkonen’s lemma \cite{81} states that $L_1 \leq 2q \cdot ED(s, t)$, but this bound is dominated by the mismatches. It is worthwhile to consider the effects of mismatches and indels separately. Consider two strings $S_1, S_2$, where $S_2$ is derived by a single deletion of size $d$ from $S_1$, or by insertion. Then the $L_1$ distance is comprised of two components. First, the number of $q$-grams spanning the gap in $S_2$ is $q - 1$. Second, for $S_1$, the first character in the deletion accounts for $q$ deletions of $q$-grams, however, every consecutive character only accounts for one, since the other $q - 1$ are already accounted for by deleting the left neighbor. Hence, the $L_1$ distance is bounded by $L_1 \leq 2q + d - 2$.

As a single mismatch can affect at most $2q$ number of different $q$-grams, it follows that

\[^1\text{Note that this bound can become arbitrarily bad, for example when } t \text{ is a rotation or transposition of } s, \text{ see } \cite{81}.\]
for \( m \) mismatches and \( g \) gaps of size \( d_i \), \( 1 \leq i \leq g \),

\[
L_1 \leq \sum_{i=1}^{g} (2q + d_i - 2) + 2qm. \tag{5.2}
\]

Since \( \sum_{i=1}^{g} d_i + m = ED \), we obtain

\[
L_1 \leq ED + (2q - 2)g + (2q - 1)m \tag{5.3}
\]

This shows that the number \( g \) of contiguous gaps (not the total number of gapped positions!), provides a sharper bound than the number of mismatched positions. For example, if \( ED = 4 \) and \( q = 3 \), then \( L_1 \leq 8 \) for a single indel of size 4, but \( L_1 \leq 24 \) for 4 mismatches. Any algorithm based on nearest neighbors under the \( L_1 \) distance is thus very well suited for mapping reads with large indels.

A preference for large indels in alignments is biologically more meaningful than alignments with many small indels, and generally addressed by using affine gap costs. The above formula naturally implies a scoring scheme for an affine edit distance \( AED(s, t) \).

Since

\[
L_1 \leq (2q - 1)g + \left( \sum_{i=1}^{g} d_i - g \right) + 2qm, \tag{5.4}
\]

we obtain

\[
L_1 \leq AED := c_og + c_em \left( \sum_{i=1}^{g} d_i - g \right) + c_s m \tag{5.5}
\]

for gap opening cost \( c_o := 2q - 1 \), gap extension cost \( c_e := 1 \) and substitution cost \( c_s := 2q \).

### 5.3 Read mapping with cache-oblivious \( kd \)-trees

Efficient searches for \textit{exact} or \textit{inexact} nearest neighbors in high dimensions generally involve creating a tree-like index structure that recursively partitions the space. Their efficiency depends on the quality of the index and the geometric distributions of points. A comparative study \[114\] showed that in a wide range of practical instances \( kd \)-trees outperform more advanced methods \[100\][103].
Figure 5.2: **Comparison of popular read mappers with TreQ.** Accuracy is defined as the percentage of single best reads that are mapped to the exact genomic location they were drawn from in the simulation. Notice that TreQ outperforms most popular read mappers except Stampy, and is mostly on par with LAST.
In the index generation step, for each sub-tree of the $kd$-tree, a dimension—usually the one with the highest variance—is chosen. Then the set of points under the sub-tree is partitioned using the median value of the chosen dimension as pivot. This process continues recursively and eventually completes in $O(dn \log n)$ time for $n$ $d$-dimensional points. During the search step, a query point’s corresponding coordinate is compared to the pivot and a decision to search the left or right sub-tree is made. If there is no exact match to be found, the search procedure backtracks.

As the index size gets larger the effect of cache misses becomes very prominent and the running time increases substantially. As a result, over the last decade many important data structures including $kd$-trees were made cache-oblivious [115,116]. Our cache-oblivious $kd$-tree implementation stores the tree in sequential memory using the van Emde Boas layout [117,118] which guarantees an optimal number of cache misses.

We have implemented the following modification to the usual $kd$-tree construction. During index generation we use pre-selected dimensions based on the entropy of the dimensions over the full dataset, which makes the index building step $O(n \log n)$ instead of finding the dimension with highest variance. The minimal axis-parallel hyper-rectangle containing all the points in the subtree defines a bounding box per subtree. These bounding boxes help to reduce the search space at the cost of increasing the index generation to $O(dn \log n)$. In the search step we compute lower bounds for the $L_1$ distance between the query point and all the points inside the bounding box of the left and right sub-tree in $O(d)$ time at every sub-tree. We proceed with the sub-tree giving the best lower bound and store a pointer to the other sub-tree in a min-heap for future consideration (note that, since there is small finite number of possible lower bounds, we implement min-heap using a simple array indexed by the lower bounds). If no exact match is found the search process becomes expensive. We bound the number of alternate paths searched per query with the parameter $\beta$, which bounds the running time per query to $O(\beta d \log n)$.

In the bottom levels, the running time overhead to find lower bounds using the bounding boxes is comparable to directly computing the $L_1$ distances. Thus, for the last $\tau$ levels we do not create bounding boxes, and in the search step we simply compute
the $L_1$ distances between the query point and the points in the sub-tree (we use fast hardware accelerated $L_1$ distance computation). This also decreases memory requirement to store the tree by $2^\tau$ times.

**Verification by Myers’ Bitvector Algorithm**

Using Myers’ bit-vector algorithm [82] we compute the edit distance and the exact location for each read based on putative locations identified as nearest neighbors, adding a slack of 14bp on each boundary. The best position is reported, breaking ties arbitrarily.

**Parameter Choices**

Parameter $\beta$, the maximum number of different paths explored in the search, controls the running time and sensitivity of TreQ. However, this does not restrict the maximal edit distance of matches in contrast to trie-based methods which avoid exponential blow-up with such restrictions. A second parameter, $\tau$ influences the memory footprint and running times, as the lowest $\tau$ levels of the cache-oblivious $kd$-tree are not stored and rather direct $L_1$ distance computations are performed. To further reduce memory requirements, the genomic window is shifted by $g$ base pairs to create $d$-dimensional ($d = 4^q$) frequency vectors (final match positions are based on Myers’ alignment). A third parameter $\alpha$ determines number of vectors for which we only store the changes from a nearby point as they can be constructed with minimal overhead from their differences in few dimensions from the $(2\alpha + 1)$-th point which is actually stored. In our experiments we have found $g = 3$, $\alpha = 2$, $\beta = 3000$ and $\tau = 3$ to be a good choice for the human genome, and unless otherwise stated these are the default parameter values for TreQ. Note that for a wide range of parameter choices TreQ’s accuracy remains effectively the same (cf. Fig. [3.3]).
Figure 5.3: Effect of different parameters on TreQ. Simulated datasets S1, S2, S3, and S4 (for details see Section: Discussion) of read length 100bp are tested with different parameter choices for TreQ. The memory requirement for TreQ comes down from 150GB ($\tau = 1, \alpha = 0$) to 40GB ($\tau = 4, \alpha = 2$) while a careful selection of $\beta$ achieves equivalent mapping accuracy in similar amount of time.
Table 5.1: Running times for read mappers used for evaluating simulated data.

<table>
<thead>
<tr>
<th>Read mapper</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bowtie (-v 3)</td>
<td>125</td>
<td>200</td>
<td>125</td>
<td>200</td>
</tr>
<tr>
<td>BWA</td>
<td>0:07</td>
<td>0:04</td>
<td>0:11</td>
<td>0:07</td>
</tr>
<tr>
<td>BWA (-n 50 -o 10 -e 50 -M 1 -O 3 -E 1)</td>
<td>4:30</td>
<td>2:34</td>
<td>4:30</td>
<td>5:55</td>
</tr>
<tr>
<td>SOAP2 (-r 1 -g 10 -v 50)</td>
<td>0:06</td>
<td>0:03</td>
<td>0:05</td>
<td>0:05</td>
</tr>
<tr>
<td>mrFAST (-best)</td>
<td>0:52</td>
<td>0:46</td>
<td>0:56</td>
<td>0:48</td>
</tr>
<tr>
<td>mrFAST (-e 6)</td>
<td>1:54</td>
<td>1:28</td>
<td>1:41</td>
<td>1:37</td>
</tr>
<tr>
<td>Novoalign (-l 0 -e 1 -r Random)</td>
<td>0:08</td>
<td>0:12</td>
<td>0:14</td>
<td>0:23</td>
</tr>
<tr>
<td>SSAHA2 (-best -1)</td>
<td>4:30</td>
<td>8:42</td>
<td>5:16</td>
<td>9:23</td>
</tr>
<tr>
<td>TreQ ($\tau = 1, \beta = 10000, \alpha = 0$)</td>
<td>2:29</td>
<td>2:55</td>
<td>3:01</td>
<td>3:03</td>
</tr>
<tr>
<td>LAST w/ LAMA</td>
<td>0:43</td>
<td>1:51</td>
<td>0:33</td>
<td>1:18</td>
</tr>
<tr>
<td>LAST w/ LAMA (-d108 -e120)</td>
<td>1:07</td>
<td>2:29</td>
<td>0:52</td>
<td>1:52</td>
</tr>
<tr>
<td>Stampy</td>
<td>0:18</td>
<td>0:31</td>
<td>0:37</td>
<td>1:13</td>
</tr>
<tr>
<td>Stampy w/ BWA</td>
<td>0:10</td>
<td>0:19</td>
<td>0:41</td>
<td>1:18</td>
</tr>
</tbody>
</table>

5.4 Experiments

To evaluate TreQ and compare its performance, we ran a number of read mappers—Bowtie [119] (version 0.12.7), BWA [87] (version 0.5.9), SOAP2 [120] (version 2.21), mrFAST [121] (version 2.1.0.0), Novoalign (http://www.novocraft.com) (version 2.07.13), SSAHA2 [122] (version 2.5.5), LAST [123,124], Stampy [99] (version 1.0.19) and RazerS [85]—on simulated and real read datasets (see Table 5.1 for version numbers). These read mappers were evaluated with their default and, in some cases, customized parameters for allowing maximal permissible edit distance. We also forced them to report one single best hit. For TreQ, parameters $q = 3, d = 64 (= 4^q), g = 3,$ and $k = 200$ were fixed throughout the experiments. Currently, quality scores are ignored in the match evaluation phase of TreQ. For simulated data we define accuracy as the percentage of reads mapped to the actual genomic locations from where they were sampled (Fig. 5.2).

We use human genome HG18 build 36 as the reference for all the experiments.

5.4.1 Simulated Data

We simulated four different read datasets, comprising a set of different model parameters, each by sampling 10,000 reads from the human reference genome. Given read length $\ell$, we have:

- **S1** 0 to 156% single nucleotide substitutions at random positions
• **S2** Indels of size 0 to 25 at 2\% random locations in the read

• **S3** Indels of size 2 at 0 to 10\% random locations in the read

• **S4** A single indel of size 0 to 17\% at a random location

On top of that, we simulated sequencing error by estimating and interpolating an Illumina error profile. We estimated a first-order Markov chain of Phred score transitions from 1 million reads of length 101 from a Yoruba African individual (NA18507) for each of those 101 positions. In order to remove noise and simulate reads of lengths other than 101bp, we used univariate spline interpolation to estimate the evolution of each entry of the matrix over the read sequence. These functions were then stretched or skewed for other read lengths, and new transition probabilities were derived by evaluating the spline function at the appropriate positions and rescale the rows so that the matrix becomes stochastic. The resulting Phred score distributions of the reads simulated by iterating the new Markov chains were then verified to correspond to those of real data. Since Phred scores correspond to actual error rates \[125\], we used them to simulate position-dependent sequencing errors.

Our evaluation shows that Stampy outperforms all other methods in terms of accuracy (Fig. 5.2). Its running time however depends on the type of read. For instance, mapping all S1 reads of 200bp length takes 0h31m, whereas mapping S2 takes 1h13m (Table 5.1). TreQ’s running time ranges consistently at about 3 hours. Stampy’s running time also increases with read length, although it is mostly better than TreQ’s. LAST performs in about the same accuracy range as TreQ, but is not always competitive in running time.

In terms of accuracy, geometric embedding outperforms all suffix trie and seed-extend-based read mappers other than Stampy and LAST on almost all instances. The authors of both these programs argue that their accuracy is mainly due to the elaborate downstream analysis they perform after finding candidates. Our results are thus preliminary, since in essence we are comparing statistical alignment models of Stampy and LAST to a simple filter based on Levenshtein distance in our case. BWA can be customized to be competitive on S1 for shorter reads, at the cost of higher
running times, but this improvement does not translate to S2-S4. Similarly, LAST outperforms TreQ on S1, but its performance is similar or worse than TreQ’s on other conditions. Trie-based read mappers (Bowtie, BWA, and SOAP2) are very fast but do not perform well in general. Using a hybrid approach—in which SOAP’s unmapped reads are mapped by TreQ—increases the accuracy for lower distances at the expense of slightly lower accuracy for higher distances, while drastically reducing the running time.

5.4.2 Biological Data

Following the evaluation in [126], we compared TreQ to popular read mappers on a set of 1 million randomly selected 101bp reads from Yoruba African individual (NA18507) [127]. The running time and the percentage of reads mapped to the reference human genome HG18 build 36 within 3, 6, 12, and 18 edit distances are reported in Table 5.2. Times are for a single thread on a single core of a 2.2 GHZ AMD Opteron processor.

We have found suffix-trie based read mappers, implemented using Burrows-Wheeler transform, to be very fast on the real dataset, but, unsurprisingly, limited in their ability to map reads with higher edit distances. Seed-extend-based techniques in contrast usually map more reads at large edit distances but require more CPU time. Except LAST, Stampy, and TreQ, none of the other read mappers that we have evaluated successfully maps reads at high edit distances, possibly containing indels, in a reasonable amount of time. TreQ does so at competitive running time compared to mrFAST, RazerS, SSAHA2 and BWA with customized parameters (BWA’s default parameters are not competitive with respect to accuracy). The hybrid SOAP/TreQ approach, taking advantage of suffix-trie based read mappers’ efficiency on low edit distances and TreQ’s sensitivity at higher edit distances, uses less time and maps more reads within all edit distances considered.

Although TreQ outperforms other read mappers on many mismatches or with large indels, it’s performance start to degrade gradually. As a result, TreQ’s specificity should drop at large edit distances. We have indirectly tested TreQ and other read mappers’
specificity by combining the genome of human and chicken (a distant organism from human) and mapping the same one million real reads to this combined genome. We have found that BWA, BWA (customized), SOAP2, Novoalign, mrFAST, and TreQ (within edit distance 18) map 87, 191, 65, 149, 189, and 187 reads respectively to the chicken genome. This experiment shows that TreQ’s specificity is comparable to the other read mappers. For greater control over specificity, an optional maximum edit distance threshold $m$ can be set in TreQ to discard any alignment with edit distance greater than $m$ (default value $\frac{l}{4}$, for read length $l$).

5.4.3 Discussion

Multi-threading

We have developed a multi-threaded version of TreQ and tested its performance by mapping 0.1 million randomly selected Illumina single end reads (Yoruba African individual, NA18507) on a 48-core AMD Opteron 2.2 GHz server with 256GB memory. The performance of TreQ scales very well in the number of threads, within 84% of the achievable maximum up to 40 cores (see Figure 5.4).
Table 5.2: One million randomly selected Illumina single end reads mapped to HG18 build 36. The percentages of reads mapped within a fixed edit distance (ED) by various read mappers are reported. As expected, trie-based read mappers are very fast, but mostly fail to map reads with higher errors. BWA with customized parameters performs well, but with significantly increased running time. Seed-extend based methods have varied outcomes; mrFAST, RazerS, and SSAHA2 take significantly more running time than others, Novoalign is comparably fast but fails to map reads with higher edit distances, while LAST (without LAMA option) and Stampy map almost similar amount of reads as TreQ. In contrast to most read mappers, TreQ is not restricted to few mismatches, small indels or few number of indels, and maps either an almost similar percentage of reads or more with various different parameter settings. TreQ’s running time is significantly lower than mrFAST, RazerS and SSAHA2, and comparable to customized BWA; we stopped SSAHA2 after it did not finish running in 45 hours. Additionally, Hybrid TreQ/SOAP outperforms most read mappers while significantly reducing the required running time. Note that Bowtie only allows mismatches and is restricted to at most 3. All running times are based on running the read mappers single-threaded on a single core of a 2.2 GHZ AMD Opteron processor.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Algorithm</th>
<th>Parameters</th>
<th>Time (h:m)</th>
<th>Mapped percentage (\leq) ED (\leq 3) (\leq 6) (\leq 12) (\leq 18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suffix trie</td>
<td><strong>Bowtie</strong></td>
<td>(-v 3)</td>
<td>0:04</td>
<td>85.22</td>
</tr>
<tr>
<td></td>
<td><strong>Bowtie</strong></td>
<td>(-v 3)</td>
<td>0:04</td>
<td>86.85</td>
</tr>
<tr>
<td></td>
<td><strong>BWA</strong></td>
<td>(-n 50 -o 10 -e 50)</td>
<td>0:14</td>
<td>87.31</td>
</tr>
<tr>
<td></td>
<td><strong>SOAP2</strong></td>
<td>(-v 50 -g 10 -r 1)</td>
<td>0:03</td>
<td>84.87</td>
</tr>
<tr>
<td>Seed-extend</td>
<td><strong>mrFAST</strong></td>
<td>(-e 6)</td>
<td>19:50</td>
<td>87.54</td>
</tr>
<tr>
<td></td>
<td><strong>Novoalign</strong></td>
<td>(-1 0 -e 1 -r Random)</td>
<td>0:27</td>
<td>83.68</td>
</tr>
<tr>
<td></td>
<td><strong>SSAHA2</strong></td>
<td>(-best -1)</td>
<td>45:36+</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td><strong>RazerS</strong></td>
<td>(-unique)</td>
<td>14:45</td>
<td>66.67</td>
</tr>
<tr>
<td></td>
<td><strong>Stampy</strong></td>
<td>default</td>
<td>1:57</td>
<td>85.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(--bwaoptions)</td>
<td>0:38</td>
<td>90.37</td>
</tr>
<tr>
<td></td>
<td><strong>LAST</strong></td>
<td>default</td>
<td>1:32</td>
<td>84.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-d108 -e120)</td>
<td>1:35</td>
<td>84.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>default, LAMA</td>
<td>4:36</td>
<td>68.74</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-d108 -e120, LAMA)</td>
<td>4:39</td>
<td>39.26</td>
</tr>
<tr>
<td>Geometric embedding</td>
<td><strong>TreQ</strong></td>
<td>(\tau = 1, \beta = 5000, \alpha = 0)</td>
<td>7:00</td>
<td>87.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\tau = 2, \beta = 4500, \alpha = 0)</td>
<td>6:28</td>
<td>87.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\tau = 3, \beta = 4000, \alpha = 0)</td>
<td>6:36</td>
<td>87.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\tau = 1, \beta = 5000, \alpha = 2)</td>
<td>8:15</td>
<td>87.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\tau = 2, \beta = 4000, \alpha = 2)</td>
<td>7:44</td>
<td>87.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(\tau = 3, \beta = 3000, \alpha = 2)</td>
<td>8:50</td>
<td>86.90</td>
</tr>
<tr>
<td>Hybrid</td>
<td><strong>SOAP2 + TreQ</strong></td>
<td>(\tau = 3, \beta = 3000, \alpha = 2)</td>
<td>2:06</td>
<td>87.89</td>
</tr>
</tbody>
</table>
Memory Requirements

The memory requirement for the cache-oblivious \( kd \)-tree and the \( d \)-dimensional vectors are \( d \cdot 2^{\lceil \log \frac{G}{g} \rceil - \tau} \) and \( \frac{G}{g(2\alpha + 1)}(d + 2g\alpha(\alpha + 1)) \), respectively. As a result, TreQ requires about \( O\left(\frac{dG}{g} \left(\frac{1}{2^\tau} + \frac{1}{\alpha}\right)\right) \) bytes of memory, given that \( 2g\alpha(\alpha + 1) \leq d \). Here \( G \) is the genome size, \( g \) is the offset by which the genomic windows are shifted, see Fig. 5.1 (right), while creating \( d \)-dimensional \( q \)-gram vectors, \( 2\alpha \) is the number of vectors for which we only store the changes from a nearby point, and \( \tau \) is the number of ignored lowest levels in the \( kd \)-tree. If we set \( \tau = 4 \), \( \alpha = 2 \) and \( g = 3 \), for \( d = 64 \) TreQ’s memory requirement is around 40GB (which is equivalent to using less than 1GB per core in a 48-core machine with the multi-threaded TreQ). Interestingly, these parameters have minor effects on accuracy and running time; for a detailed analysis see Figure 5.3. In addition, memory requirement can be further reduced by creating separate \( kd \)-trees for each chromosome and loading one \( kd \)-tree at a time in the memory.

Memory reduction:

We create \( d \)-dimensional \( q \)-gram frequency vectors by shifting a window of size \( l \) (read length) over a genome of size \( G \). This naive approach uses \( O(Gd) \) amount of memory. To reduce this large memory requirement for storing count vectors, we apply two techniques. First, we only consider every \( g \)-th genomic window for computing frequency vector, which brings down the memory requirement to \( O\left(\frac{Gd}{g}\right) \). Second, we observe that consecutive \( g \)-th windows can have at most \( 2g \) differences in their frequency vectors. We exploit this observation by not storing the left \( \alpha \) vectors and right \( \alpha \) vectors of a particular vector \( V \). Instead we define these \( 2\alpha \) vectors by their differences from \( V \). When we need these vectors in later stages we compute them on-the-fly. After applying these two ideas, the total memory requirement for storing count vectors is \( \frac{Gd}{g(2\alpha + 1)} + \frac{2G\alpha(\alpha + 1)}{2\alpha + 1} \).
Chapter 6
Reduced Representation through Clustering

The sheer amount of data produced by current high-throughput DNA sequencing machines, over 100Gb/day for an Illumina HiSeq 2500 for example, demands enormous computational power for primary analysis tasks such as read mapping. Although a vast, varied body of work is concerned with read mapping [3, 87, 119, 120, 128–134], from a computational point of view, readmappers can be roughly categorized into two groups. Fast mappers such as BWA which severely restrict the maximal edit distance between read and reference genome, and more sensitive tools such as TreQ and Stampy. Stampy is an order of magnitude slower than BWA but provides a much higher sensitivity in the presence of a high degree of variation. Although there is a clear incentive to use highly sensitive readmappers their use have been rather limited so far due to the enormous time requirement for mapping large HTS datasets.

As one of the major contributions to this thesis, here we propose a method for computing clusters from HTS reads and, instead of individually mapping one read at a time, map reads based on their cluster assignment. Our idea originates from one crucial observation about a computational aspect of the readmappers: to the best of our knowledge, most readmappers map one read at a time. In high coverage libraries reads originating from the same genomic locus share many bases among them, which, if processed together, can significantly reduce computational demand. The first step in exploiting the redundancy among reads originating from the same genomic locus is to identify them through clustering. To compute clusters, we use an incremental greedy approach ensuring stringent criteria for cluster membership in terms of overlap length and similarity to the anchor read representing the cluster (see Figure 6.1). Prior works on clustering HTS reads were concerned with detection of clusters in which cluster
members either completely or almost fully overlap with a high degree of similarity between them [135–137]. Relaxing this criteria makes clustering computationally feasible, and it is not detrimental to further analysis as the clusters are not per se focus of the investigation. Assuming that the clusters contain reads sequenced from the same genomic locus, we only map clusters, that is, we map one anchor read per cluster and align other cluster members using a local alignment algorithm. Mapping clusters, instead of individual reads, speeds up computation irrespective of the readmapper used.

This chapter is organized as follows. We start with a discussion on related work. In Section 6.2 we explain the clustering process in detail. In Section 6.3 we show how information about cluster membership can be exploited for mapping reads. We perform experiments on both simulated and biological datasets, and report results on the performance of clustering and the readmapping process in Section 6.4.

6.1 Related Work

Since clustering large datasets, as a pre-processing step, is a fundamental statistical technique it has been extensively used for many HTS related problems. For example, in read compression, some tools exploit redundancy among reads to achieve higher compression rate without using a reference genome; i.e., Coil [138] and ReCoil [139] use an approach similar to us for grouping similar reads together before compression, and a recent tool SCALCE [140] gains impressive compression rate by finding reads that share a large substring among them. Similar ideas have also been applied to error correction problem. Multiple sequence alignment (MSA) based error correction tools such as Coral [141] and ECHO [142] creates MSAs using highly similar overlaps among reads, which can be considered as clustering reads. Redundancy removal is another application based on clustering; i.e., SEED [135] shows that removing redundant reads through clustering can improve running time, reduce memory requirement and improve de-novo assembly quality. Similarly, for RAD-Seq data, Rainbow [143] shows improved de-novo assembly after clustering.
Although many HTS tools exploit sequence redundancy through clustering in various settings there are very few tools that use clustering as a pre-processing step before read mapping. One such tool, FreeClu [144], creates an interesting parent-child tree structure based on read frequency and hamming distance between reads. They report increased read alignment rate by utilizing the relationship represented as a tree. Unfortunately, their algorithm is not scalable to large datasets, and, in their definition, overlap between two reads must start from the same position and the hamming distance can be at most one, which severely restricts the full potential of a clustering approach. Another tool, Oculus [145], combines redundancy check and read mapping together as a package. In a streaming settings, they process one read at a time, align a previously unseen read using Bowtie and store results in a hash table. This allows them to skip expensive alignment step for redundant reads. Like FreClu, they need full overlap (same starting position) and, unlike FreClu, require complete match between reads to consider them redundant. This approach can achieve moderate speed-up for very high coverage data, for example RNAseq, but unlikely to be useful for low to moderate coverage whole genome sequencing data in presence of sequencing errors. In contrast, we process up to a billion read in one batch, allow reads to partially overlap and contain mismatches in the overlap (in spirit, similar to MSA based error correction approaches), which leads to significant speed-up in read mapping.

6.2 Clustering

By $R = \{r_1, \ldots, r_N\}$ we denote the read library. For all reads we assume a fixed length $L$. We also assume $R$ is produced by an Illumina-like sequencing experiment where substitution errors are dominant compared to insertion and deletion (indel) errors. In the following we discuss how we efficiently cluster $R$ and use these clusters to accelerate read mapping.
Figure 6.1: **Schematic view of clustering.** Genetic variations do not contribute to the edit distance between reads from the same genomic location. Thus, the only source of difference in an overlap is sequencing error. Since the sequencing error rate is small for Illumina-like datasets, in most cases, the clustering process can overcome the differences in the overlap between reads and group them together in a cluster. Moreover, to reduce the probability of assigning reads from different genomic locations to the same cluster, the overlap length has to be sufficiently large.

### 6.2.1 Clustering billions of reads for mapping

Our two main design goals for the clustering are computational efficiency and stringency with respect to only assigning reads from the same genomic locus to one cluster. Stringency and the size of the data imply large number of clusters, which precludes the use of iterative clustering methods. Note that the clusters themselves are not the focus of investigation, but rather a computational aid. Consequently, we allow reads from the same locus to be assigned to distinct clusters. We propose the following greedy approach based on shared $k$-mers for clustering reads.

**Clustering single-end reads**

Given two reads $r_i$ and $r_j$ with a prefix-suffix overlap of length $l$, where $l'$ number of bases match, we say that they have an overlap of length $l$ with similarity $s = \frac{l'}{L}$. If $l \geq \alpha L$ and $s \geq \beta$ ($\alpha$ and $\beta$ are constants), we assume $r_i$ and $r_j$ are *sufficiently similar* to be member of the same cluster. Clusters are represented by their anchor reads (in contrast to centroids in $k$-means clusters’ anchors remain fixed) and reads, which are sufficiently similar to the anchors, are greedily assigned to the clusters (Figure 6.1).

If a read of sufficient quality—i.e., not a *bad* read as defined in the following—fails to find a sufficiently similar anchor it becomes an anchor read itself and thus forms a new
cluster.

Specifically, we create a set of anchor reads \( \text{AR} \) and an array of \( 4^k \) lists \( \text{AL} = \{ \text{AL}_0, \ldots, \text{AL}_{4^k - 1} \} \), where \( \text{A}_m \) stores pointers to the anchor reads that contain the \( k \)-mer \( m \) (note that there is a one-to-one relation between \( k \)-mers and \( 2^k \) bit numbers), and perform the following steps for each read \( r_i \) in the library.

1. A base \( r_{i,j} \) is defined as a bad base if it is ambiguous (represented by ’N’) or it has Phred score below the threshold \( f \). If there are too many bad bases uniformly distributed in \( r_i \) we call \( r_i \) a bad read and discard it from clustering. In particular, we discard \( r_i \) if

   - \( r_{i,s} \) and \( r_{i,e} \) are the first and last non-bad bases respectively, and \( e - s + 1 < 2k \),  
   - or
   - the maximum length of a contiguous sub-sequence containing no bad base is less than \( \frac{k}{2} \).

2. For each \( k \)-mer in \( r_i \), we

   (a) compute the corresponding \( 2k \)-bit integer representation \( m \) and get the list of anchor reads that share the same \( k \)-mer from \( \text{AL}_m \).

   (b) For each anchor read \( r_j \) in \( \text{AL}_m \), whose content is already stored in \( \text{AR} \), if \( r_i \) and \( r_j \) has a prefix-suffix overlap of at least \( l \geq \alpha L \) bases respecting the position of the shared \( k \)-mer, we compute similarity between \( r_i \) and \( r_j \) in the overlapped region.

   (c) If at least \( \beta l \) number of bases match in the overlapped region, we declare \( r_i \) as a member of the cluster formed around the anchor read \( r_j \) and halt further computation for \( r_i \).

   (d) Otherwise, we proceed with the next \( k \)-mer.

3. If \( r_i \) fails to be assigned to any cluster, it qualifies to be an anchor read and forms it’s own cluster. We store \( r_i \) in the set of anchor reads \( \text{AR} \) and for every \( k \)-mer \( m \) present in \( r_i \)’s \( \alpha L \)-length prefix and suffix we insert a record in \( \text{AL}_m \).
Clustering paired-end reads

Although clustering a paired-end read library in single-end mode is acceptable for many applications, for paired-end read mapping it is necessary to take pairing information into account. Unlike single-end clustering, where we consider one read at a time, in paired-end clustering, we process a pair of reads simultaneously and do not allow one end of a pair to be anchor read and the other end to be non-anchor read. This constraint lets us map anchor reads in paired-end mode using a traditional readmapper. If the constraint is violated for a pair $r_{i1}$ and $r_{i2}$, where, lets say, $r_{i1}$ is an anchor read but $r_{i2}$ is not, we resolve it in the following order.

1. If $r_{i2}$ is a bad read, we force it to be an anchor read and form a new cluster.

2. If $r_{i2}$ is a member of the cluster formed by anchor read $r_{j2}$, whose other end is another anchor read $r_{j1}$, we try to find a prefix-suffix overlap of length $l \geq \frac{\alpha L}{2}$ between $r_{i1}$ and $r_{j1}$ where $\beta l$ bases match (since $r_{i2}$ already provides some evidence for this choice we relax the overlap length restriction from $\leq \alpha L$ to $\leq \frac{\alpha L}{2}$). If such an overlap is found we force $r_{i1}$ to be a member of $r_{j1}$.

3. Otherwise, $r_{i2}$ is forced to be an anchor read and form a new cluster.

Optimal cluster assignment

The above procedure partitions the read library into three sets; bad reads, anchor reads and member reads. Since not all anchor reads were known before the completion of the first phase, we defer final cluster assignment to the second phase of the algorithm. In particular, for each member read $r_i$ with an overlap of length $l$ with it’s current cluster’s anchor read, we try to change the assigned cluster by finding another anchor read with an overlap $l' > l$. We perform this by running only step 2 from the single-end algorithm and modifying 2.c to find the best possible cluster assignment.
Figure 6.2: **Sub-optimal cluster choices.** Here $M_i$ is a member read of the cluster formed by anchor read $A_3$ (relationship shown with a solid red arrow). In addition to $A_3$, $M_i$ also has at least $\alpha L$ length overlap with $A_2$ and $A_4$, where at least $(\beta' \times$ overlap length) number of bases match (shown with dotted red arrow). Similarly, some of the anchor reads also have significant overlap among them (shown with dotted green arrow). These sub-optimal choices are considered in the read mapping step to increase the probability of accurately mapping non-unique, repetitive reads.

**Sub-optimal cluster assignment for repeat resolution**

Another crucial aspect to take into consideration is the complexity of the underlying genome from which sequencing reads originate. Because of the non-uniformity and repetitiveness present in the genome, sub-optimal cluster assignments are sometimes preferred. Towards this goal, in the second phase, along with the cluster with highest overlap, we also store at most $S_M$ number of sub-optimal (allowing $\beta' < \beta$) cluster assignments for each member read (red dotted arrows in Figure 6.2). We take this idea further and, for an anchor read, store at most $S_A$ number of similar anchor reads by modifying the first phase of the algorithm (green dotted arrows in Figure 6.2). Storing these two kinds of sub-optimal choices can be very useful in resolving ambiguity and repeats in read mapping.

**Practical Considerations**

Even our greedy two stage clustering strategy can become infeasible already for one billion reads. We have carefully taken some decisions and made some parameter choices to keep the clustering process feasible. In particular, smaller values of $k$ increase sensitivity
but require more computational resources due to more frequent $k$-mer hits. Since our cluster definition is comparatively relaxed, a large $k$, in this case 15, is suitable for read libraries with few sequencing errors such as Illumina’s. Additionally, we have made the following choices: One, we perform a Hamming distance computation on the overlap, thus ignoring indels introduced by sequencing, between two reads only if they share at least two $k$-mers, which decreases the probability of spurious hits due to the choice of $k$ and the presence of sequencing errors; two, since overlapping $k$-mers in a read are not independent and, hence, considering all $k$-mers increases computational demand without significant improvement in optimal cluster assignment, in the second phase, we abandon the search for best cluster assignment after considering $\frac{L-k+1}{4}$ equally spaced $k$-mers from the read; three, since frequent $k$-mers are less informative the size of a list $AL_m$, storing the anchor reads containing $m$, is restricted to 256; four, we restrict the number of sub-optimal choices $S_M$ to 16 and $S_A$ to 256 and store them in external memory; finally, we set $\beta = 0.95$, $\beta' = 0.8$ and $\alpha = \max\{0.5, \frac{31}{L}\}$, which restricts the allowed read length to be at least 31 and guarantees that the clustering algorithm can overcome at least one error ($2 \times 15 + 1 = 31$) in the overlap.

### 6.2.2 Running time and memory usage

For each of the $N$ reads of length $L$ in the library, the clustering process computes Hamming distance between the read and potential anchor reads found using shared $k$-mers. Consequently, the running time complexity of the algorithm is $O(NL^2)$. Due to the practical choices from the previous section, in practice, the total running time is not quadratic in $L$, and the average running time is approximately $O(NL)$. For space complexity, let’s assume the clustering algorithm finds $\tau N$ clusters, where $0 \leq \tau \leq 1$. In that case, the set of 2-bit encoded anchor reads $AR$ needs $O(\tau NL)$ bytes, the array of lists $AL$ needs $O(\tau NL + N)$ bytes and cluster membership information takes $O(N)$ bytes. Thus, the total amount of space required by these three objects is $O(\tau NL)$. Including other overhead, specially for multi-threading support, a 100-bp 1.5 billion human read dataset, where $\tau = 0.08$ ($\tau = 0.11$) for single-end (paired-end), requires 76GB (91GB) memory. If the read sequences were error free, we would need
significantly less amount of memory since \( \tau \) would be \( O\left(\frac{G}{L}\right) \). But, unfortunately, HTS libraries contain frequent sequencing errors, and hence, this large space requirement is unavoidable for de-novo clustering.

### 6.2.3 Additional points

#### Coverage and read length

Statistically significant findings in the downstream analysis require high coverage sequencing. For example, Illumina’s cancer pipeline recommends 40x coverage for normal and 80x coverage for cancer tissues. The higher the coverage of the library the more advantageous the clustering becomes, as we expect the average cluster size to increase. We tested read libraries with reads of 36–100bp and we expect results to improve for even longer reads. For significantly shorter reads read mapping based on clusters will likely fail to achieve any significant speed-up or the loss of sensitivity will be non-negligible.

#### Bias of 15-mer

An overlap of length at least \( 15 \times (E + 1) + E \) is guaranteed to overcome \( E \) errors in our algorithm. Since we use a fixed value for \( \alpha \), some reads will not be detected as members and possibly create singleton clusters. Smaller \( k \) will lessen this problem, but to keep the algorithm efficient for large datasets we do not want to lower \( k \). Instead, if a read library is suspected to contain many reads with large number of errors \( \alpha \) can be increased to deal with the issue.

#### Parameter choices

If the sequencing error rate \( \epsilon \) (typically, less than 0.02 for Illumina experiments) can be determined a priori, we suggest using a similarity cutoff \( \beta \leq (1 - 2\epsilon) \). Too large a value for \( \beta \) makes it difficult to assign a read to clusters, thus creating too many clusters, while a value too low might assign reads to wrong clusters.

For \( \alpha \), if we choose a smaller value, we will get fewer clusters, which will in turn decrease running time, but unfortunately read mapping sensitivity will drop. On the
other hand, a value too large leads to more clusters. This increases running time of both clustering and mapping, but it also increases mapping sensitivity. The values we used, $\alpha = \max\{0.5, \frac{31}{L}\}$ and $\beta = 0.95$, worked well for three genomes of very different sizes and we expect that the choice will work well for experiments with similar coverage, read length and genome size and structure. Should the parameters of the experiment change drastically the choices might have to be re-evaluated in a preliminary study.

**Automatic choice of parameters**

It is possible to design a scheme to automatically select the necessary parameters $\alpha$ and $\beta$. A small, randomly selected set of reads can be mapped to the reference genome to compute the error rate $\epsilon$ from the uniquely mapped reads. Given $\epsilon$, we can perform a grid search over the possible values of $\alpha$ and $\beta$. A chosen set of parameters should fulfill two criteria: One, a valid overlap, defined by $\alpha$ and $\beta$, between two reads from different genomic locus should only occur with very low probability, and two, the amount of required memory, which is primarily determined by the number of clusters, should be less than the available system memory. Next, we show an analysis of the expected number of clusters produced by a set of parameters.

**Number of clusters:**

We will assume that the reads are numbered in the order they are processed. Let $r'_i \neq r'_j$ means that read $r_i$ has an overlap with read $r_j$ of length at least $\alpha L$ and their overlapped portion $r'_{i}$ and $r'_{j}$ has similarity less than $\beta$. Let the number of sequencing errors in $r'_i$ be $s(r'_i)$. Assuming $s(r'_i)$ is binomially distributed with rate $\epsilon$, $Pr[s(r'_i) = k] = \binom{|r'_i|}{k} \epsilon^k (1 - \epsilon)^{|r'_i| - k}$. Let $C_i \subseteq \{r_1, r_2, \ldots, r_{i-1}\}$ be the set of anchor reads with at least $\alpha L$ overlap with $r_i$. Given $C_i$, the probability of read $r_i$ becoming an anchor read and forming it’s own cluster is $P_i = Pr[\bigcap_{r_j \in C_i} r'_i \neq r'_j]$. We simplify the analysis by assuming that all the reads in $C_i$ has overlap of length $l' = \frac{(1+\alpha)}{2} L$, which is the expected length of a valid overlap. The updated probability is $P^*_i \approx P_i$. Since the
number of mismatches allowed is at most \( m = (1 - \beta)l' \), \( P^*_i \) is upper bounded by

\[
\sum_{x=0}^{l'} \left( Pr[s(r'_i) = x] \prod_{r_j \in C_i} Pr[s(r'_j) \geq m - x] \right) = \sum_{x=0}^{l'} Pr[s(r'_i) = x]Pr[s(r'_j) \geq m - x]|_{C_i} = \sum_{x=0}^{m-1} Pr[s(r'_i) = x]Pr[s(r'_j) \geq m - x]|_{C_i} + Pr[s(r'_i) \geq m].
\]

Let \( T_{i-1} \) be the number of clusters formed after processing \( i - 1 \) reads. Assuming the reads were sequenced uniform randomly from the genome, \( E[|C_i|] = \sum_{j=0}^{i-1} \frac{2(1-\alpha)L}{G} P_j = \frac{2(1-\alpha)L}{G} T_{i-1} \). Now, if we replace \( |C_i| \) with \( E[|C_i|] \), \( P^*_i \) is approximately equal to

\[
\approx \sum_{x=0}^{m-1} Pr[s(r'_i) = x]Pr[s(r'_j) \geq m - x] \frac{2(1-\alpha)L}{G} T_{i-1} + Pr[s(r'_i) \geq m]
\]

\[
= \sum_{x=0}^{m-1} \left( \frac{L'}{x} \right) e^x (1 - \epsilon)^{l' - x} \left( \sum_{y=m-x}^{l'} \left( \frac{L'}{y} \right) e^y (1 - \epsilon)^{l' - y} \right) \frac{2(1-\alpha)L}{G} T_{i-1} + \sum_{y=m}^{l'} \left( \frac{L'}{y} \right) e^y (1 - \epsilon)^{l' - y}.
\]

We numerically evaluate the approximate upper bound for the number of clusters \( T_N \approx T_{N-1} + P^*_N \). See Figure 6.3 for an application of this analysis.

### 6.3 Read Mapping

In resequencing experiments the first step in the analysis typically is mapping reads to a reference genome. The choice of a tool depends on the biological question under investigation, the expected genetic variation between sample and reference genome and the computational resources available. The tools roughly fall into two categories: fast read-mappers which trade losses in mapping reads for speed such as SOAP2 [120], Bowtie 2 [146] or BWA [87] or highly-sensitive, but much slower tools such as mrFAST [121], RazerS [85], LAST [123], Novoalign (http://www.novocraft.com) or Stampy [131]. We will show how we accelerate read mapping based on the clustering irrespective of the readmapper used.

Our clustering algorithm works under the assumption that members of a cluster
Figure 6.3: **Expected number of clusters.** From an artificially generated sample genome, an i.i.d. sequence of 1 million bases, we sequence 100bp single-end reads with coverage 25, 50, and 100, and insert sequencing error at a rate ranging from 0.005 to 0.09. We compare the true number of clusters computed using the clustering algorithm to the numerically evaluated ones for $\beta = 0.95$ and $\beta = 0.9$. The total number of cluster is computed very accurately except for small values of $\epsilon$. It is evident that $\beta \leq (1 - 2\epsilon)$ keeps the total number of clusters small.
Figure 6.4: **Schematic view of clustered read mapping.** Read mappers map all reads in input individually to the reference genome (ignoring savings achieved using index structures). In contrast, in clustered read mapping only the anchor read is mapped to the reference genome. The mapping positions of individual cluster members are recovered w.r.t. to the position of the anchor read.

... originate from the same genomic locus in the sample genome. We exploit this assumption by mapping the anchors in single-end or paired-end mode to a reference genome and subsequently use the information about the mapped position of the anchor read to find good mappings for member reads. As a result the runtime complexity of read mapping reduces to the proportion of clusters found; in practice we need more time as the cost of mapping a single read varies considerably. Although we can find more than one location for non-unique, repetitive reads using multiple hits for the anchor reads and utilizing sub-optimal cluster choices, in this study, for a suitable comparison between clustered vs. individual read mapping, we only report single best hits for reads. Specifically, given the read library $R$ we perform the following steps to compute the read alignments assuming fixed costs $3, -3, -40,$ and $-3$ for nucleotide match, mismatch, gap open, and gap extension.

1. Identify the anchor reads and map them in single best mode using a readmapper. Report the alignments in a SAM file $S$.

2. Extract mapping information of the anchor reads from $S$.

3. For each read $r$ in $R$,

\[\text{(a) if } r \text{ is an anchor read, do nothing.}\]
(b) If $r$ is a bad read, report the read as unmapped in $S$.

c) If $r$ is a member read,

- we use the overlap information between anchor read and member read to identify the genomic position from where the member read may have originated, and compute hamming distance.

- If the total cost of mismatches from previous step is greater than a single gap opening cost (for the tested datasets it happens for approximately 30% of the reads) we run the Smith-Waterman algorithm \[147\] to find the best local alignment between the read and the mapped position of the anchor in the genome ($\pm L$ bases). We use a modified version of a SSE based library form \[148\] for Smith-Waterman computation.

- We repeat the above two steps for the sub-optimal cluster choices (Figure \[6.2\]). In particular, we increase the search space by following a path, through the dotted red and green links, of length at most two, from the member read to the anchor reads.

- If the best alignment has score less than $\text{min\_score}$ (default $\frac{L}{3}$) we report the read as unmapped. Otherwise, we append the alignment information at the end of file $S$.

For paired-end reads, we modify the above process in the following way. As in paired-end clustering anchor reads are stored in pairs, we use a traditional readmapper in paired-end mode. After extracting the mapping information of anchor reads from the SAM file, we align member reads one pair at a time. If one or both reads in a pair are bad reads, we do not do anything different from the above process. For the remaining member read pairs, we do the following.

- For each end of a pair, we compute a list of alignment positions in the genome where alignment score is $\geq \text{min\_score}$. We use optimal and sub-optimal cluster information to generate the list following the single-end process.

- From the two lists of potential positions, if there is a concordant location for the pair we report that location.
• Otherwise, for each potential position of one end in the list, we compute alignment score between the other end and the potential genomic location where the other end could be present (based on insert length and standard deviation). If the alignment score is above $\text{min\_score}$ we report this location.

• If no concordant location is found using the above steps, we report the best location for each end separately.

Since readmappers often use different kind of alignments — choice varies among local, global, and semi-global alignment, score values, heuristics, and strategies to improve paired-end mapping, it is difficult to select an universal set of criteria which is good for all. The differences in choices and heuristics used give them distinguishing characteristics which is often desirable by downstream analysis tools. We believe that the choices we have made here are not necessarily the best for every readmapper, and it makes sense to have different clustered mapper for different readmappers. However, we do not pursue that direction here.

### 6.4 Experiments

We have selected four datasets to analyze our method.

- **SIM**: 2 million simulated 100bp paired-end reads (mean insert length 300 and standard deviation 30) simulated with a coverage of 50x obtained with the popular read simulator ART [149] from human chromosome 17 (from the 10Mbp to 14Mbp region) after artificially introducing SNPs (SIM-SNP) and inserting indels (SIM-INDEL).
- **ECOL**: 21 million 36bp paired-end E. coli reads (SRX000429) with a coverage of 160x at a genome size of 5Mb. We estimated the insert length to be 215bp with a standard deviation of 10bp.
- **DROS**: 48 million 76bp paired-end Drosophila reads (SRR097732) [150] with a coverage of 29x at a genome size of 120Mb. We estimated the insert length to be 320bp with a standard deviation of 18bp.
• **YOR**: 1.46 billion 100bp paired-end Illumina reads of a Yoruba individual (ERA015743) (HapMap: NA18507) with a coverage of 46x at a genome size of 3.2Gb. We estimated the insert length to be 310bp with a standard deviation of 20bp.

For all datasets we use $\alpha = \max\{0.5, \frac{31}{L}\}$ and $\beta = 0.95$. All the experiments are performed on a Linux machine with 48 AMD Opteron cores clocked at 2.2 GHz and 256GB memory. Whenever possible, in particular for multi-threaded tools, 22-24 cores were assigned, and for both multithreaded and non-multi-threaded programs total system time is reported.

In the following, we will show the effectiveness of our clustering algorithm and the benefits of using clusters in read mapping. We will also discuss how the characteristics of the read library affect performance and parameter choices.

### 6.4.1 Clustering performance

Since clustering is a fundamental technique for large data analysis, many tools have been developed in the past for biological data; i.e. for protein clustering \cite{151,153}, metagenomics \cite{154,157}, and expressed sequence tags (ESTs) \cite{158,161}. Recently, there is a trend of developing alignment based (for alignment-free clustering see \cite{162}) fast clustering tools for very large HTS data sets; among these, CD-HIT \cite{163}, DNACLUST \cite{164}, UCLUST \cite{137} and SEED \cite{135} are prominent. These four tools use greedy incremental approaches and apply heuristics to accelerate clustering (our clustering algorithm also belongs to this group). Except DNACLUST, which uses a suffix array, these tools also use some kind of hash/seed based data structure. Among them, SEED \cite{135} has been identified as the state-of-the-art in read clustering. Although it can cluster up to tens of millions of reads given enough time and memory, SEED, and other tools, are still not very attractive as a pre-processing step before read mapping. There are two reasons behind this: First, they require highly overlapping reads, usually $\alpha > 0.90$, and, in some cases, high similarity in the overlap, which results in a large number of clusters; Second, their algorithms and data structures are not designed to process billions of reads. While large overlap is absolutely necessary for very short
reads (say < 50bp), for moderate to large sized reads (say > 50bp), \( \alpha = 0.5 \) is sufficient for declaring two reads similar for read mapping purpose since per base error rate for Illumina reads are small. To overcome these difficulties, and to support particular requirements of read mapping, such as paired-end support and sub-optimal cluster choices, we have designed our own clustering algorithm TreQ-CG. As a representative of the fast clustering tools (see [165] for a set of examples) we have selected UCLUST and SEED, and compared their performance with TreQ-CG (Table 6.1). We indirectly measure the quality of the produced clusters by using them for read mapping in a later step. Among the two tools in consideration, only SEED allows non-overlapping bases (at most 6 bases can be excluded), and it allows at most 3 mismatches in an overlap which corresponds to parameters \( (\alpha = 0.83, \beta = 0.90) \), \( (\alpha = 0.92, \beta = 0.96) \) and \( (\alpha = 0.94, \beta = 0.97) \) for ECOL, DROS and YOR respectively. On the other hand, UCLUST allows a flexible \( \beta \) but it does not allow users to select \( \alpha \). Compared to them, TreQ-CG allows both parameters to be modified. Taking these differences into consideration we have selected three set of parameters for comparison: \( C_1 \) allows UCLUST to run with smallest possible \( \beta \) allowed by SEED, \( C_2 \) allows smallest possible \( \alpha \) and \( \beta \) allowed by SEED, and \( C_3 \) is the parameter set used by TreQ-CG for subsequent analysis.

Along with memory requirement and running time, our primary criteria for evaluating clustering tools is the number of clusters produced, which is normalized as 
\[
\text{% of clusters} = \frac{\# \text{ of anchor reads}}{\# \text{ of reads}}.
\]
Since SEED depends on large overlap between reads, it produces 37.79\% clusters for DROS in 7.56 hours and does not complete on the YOR dataset. On the other hand, UCLUST’s use of full overlap and gapped alignment makes it very slow on large datasets. It takes 52 hours on the ECOL dataset but on the larger datasets it did not complete in one week. In comparison, TreQ-CG works with a wide range of parameter choices in both single-end and paired-end mode, produces fewer clusters, and runs faster than SEED. Additionally, for parameter set \( C_3 \), TreQ-CG discards 0.3\%, 1.6\%, and 5.2\% reads as bad reads in single-end mode, and 0.2\%, 1.3\%, and 4.8\% reads in paired-end mode. From the remaining reads, ones with large number of sequencing errors usually form clusters with very few member reads, which is evident in the singleton clusters generated from the datasets. The clusters produced by
SEED and other clustering tools on smaller datasets such as ECOL are useful for other applications, for example in meta-genomics. But unless they support smaller overlap length, which is difficult for their particular choice of data structures and algorithms, they will not be attractive choices for pre-processing reads before read mapping. We do not consider them for subsequent analysis in the following section.

6.4.2 Read mapping performance

On biological datasets there is no ground truth available for deciding whether a read is mapped correctly. There are also differences—in particular for low-quality reads and in presence of genetic variations—in mapping performance between individual readmappers, and likewise we expect some differences between clustered mapping and individual mapping even with the same readmapper.

We compare clustered and individual mapping for Bowtie 2 [146] version 2.1.10, BWA [87] version 0.5.9, Novoalign (http://www.novocraft.com/) version 2.07.13 and Stampy [131] version 1.0.19. All mappers, chosen because they are widely used and implement different algorithmic approaches, were run with default parameters except forcing reporting of a single best hit. We expect other readmappers, specially highly sensitive computationally intensive ones, to benefit from clustered approach and their overall performance to follow the performance of the readmappers chosen for comparison.

Including clustering time, clustered read mapping achieves a speed-up compared to the time of mapping individual reads for all readmappers tested, see Table 6.2 for single-end reads and supplementary Table 6.3 for paired-end reads. The speed-up ranges from 8.9 using Stampy on YOR to 1.4 using Novoalign on ECOL. One would expect that the time needed for mapping anchor reads should be proportional to the number of anchors. But in practice, reads with high sequencing errors form singleton clusters (that is a cluster without any member except the anchor read) and read mappers take more time to map these reads. As a result the speed-up is not exactly proportional to the number of clusters. Still, due to the achieved speed-up, the use of sensitive readmappers like Stampy becomes computationally as feasible as running BWA.
Table 6.1: **Comparison of clustering tools.** The performance of three clustering tools, UCLUST, SEED, and TreQ-CG, on three biological datasets ECOL, DROS, and YOR is shown. Three different parameter configurations are used for comparison. SEED was run with parameters `--shift X --mismatch Y --fast --reverse`, where X and Y corresponds to α and β respectively in TreQ-CG. Additionally, $C_1$, $C_2$ and $C_3$ are respectively (1.00, 0.90), (0.83, 0.90), (0.86, 0.95), for ECOL, (1.00, 0.96), (0.92, 0.96), (0.50, 0.95), for DROS and (1.00, 0.97), (0.94, 0.97), (0.50, 0.95) for YOR.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Param. $(\alpha, \beta)$</th>
<th>Program</th>
<th>Single-end</th>
<th>Paired-end</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Time (h:mm)</td>
<td>Memory (GB)</td>
</tr>
<tr>
<td><strong>ECOL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21 mil.</td>
<td>$C_1$</td>
<td>UCLUST</td>
<td>52:07</td>
<td>2</td>
</tr>
<tr>
<td>36 bp</td>
<td></td>
<td>SEED</td>
<td>0:32</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TreQ-CG</td>
<td>0:24</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C_2$</td>
<td>UCLUST</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SEED</td>
<td>0:27</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TreQ-CG</td>
<td>0:12</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$C_3$</td>
<td>UCLUST</td>
<td>0:30</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SEED</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TreQ-CG</td>
<td>0:14</td>
<td>16</td>
</tr>
<tr>
<td><strong>DROS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48 mil.</td>
<td>$C_1$</td>
<td>UCLUST</td>
<td>3:22</td>
<td>25</td>
</tr>
<tr>
<td>76 bp</td>
<td></td>
<td>SEED</td>
<td>3:36</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TreQ-CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$C_2$</td>
<td>UCLUST</td>
<td>7:56</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SEED</td>
<td>2:00</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TreQ-CG</td>
<td>1:09</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>$C_3$</td>
<td>UCLUST</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SEED</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TreQ-CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>YOR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5 bil.</td>
<td>$C_1$</td>
<td>UCLUST</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>100 bp</td>
<td></td>
<td>SEED</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TreQ-CG</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>$C_2$</td>
<td>UCLUST</td>
<td>197:35</td>
<td>196</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SEED</td>
<td>107:52</td>
<td>76</td>
</tr>
</tbody>
</table>
For qualitative assessment of clustered read mapping we use the following three metrics.

- **Accuracy.** Since the true originating position of a read is known for simulated data, we define accuracy as the proportion of reads that map within $\pm L$ bases of the true position \[132\]. We do not require a strict match because there can be ambiguity in the starting position of the optimal alignment due to the presence of gaps and exact alignment parameters.

- **Alternate mapping rate.** Since the ground truth is not known for biological data, we compute alternate mapping rate between individual mapping and clustered mapping. Alternate mapping rate is defined as the percentage of reads for which either both approaches report mapping positions not within $\pm L$ bases of each other, or one approach maps the read while the other fails. This essentially measures how well the clustered read mapping recreates the exact output of the individual read mapping.

- **Concordance.** For biological data, another important measure is concordance of read pairs. We define it as the proportion of read pairs for which the estimated insert size is within the mean insert length of the library, allowing for $\pm 5$ standard deviation. It has been argued in the literature \[131\] that the concordance of paired-end reads mapped in single-end mode provides an indirect measure of mapping accuracy.

**Simulated Data**

We have tested the effect of SNPs and indels on single-end and paired-end clustered mapping; the results are reported in Figure 6.5. For SIM–SNP we have modified the sample genome with substitution rate ranging from 0.001 to 0.15 while allowing no indels. For SIM–Indel we have inserted indels of a particular size $I \in [1, 20]$ with an indel rate of 0.01 per base. For each SNP and indel size configuration we have sequenced 2 million reads using the read simulator ART, which applies Illumina-specific sequencing errors on top of the genetic variations present in the artificial sample genome. Since
Figure 6.5: Quality improvements in detecting SNPs and structural variants. Accuracy of mapping single-end simulated reads between individual and clustered approach is shown. As expected, BWA and Bowtie 2 do not perform very well in presence of large variations. Clustered read mapping performs significantly better than individual BWA and Bowtie 2, and generally agrees with the individual version of the sensitive readmappers.
Figure 6.6: **Alternate mapping rate between clustered and individual single-end read mapping.** Alternate mapping rate is shown as a function of MAPQ threshold. Maximum reported MAPQ value varies between readmappers; for BWA, Bowtie 2, Novoalign and Stampy maximum reported MAPQ for single-end reads are respectively 37, 42, 150 and 96. The cutoffs used to report alternate mapping rate in Table 6.2 are shown with diamond signs in the inset figures.
indels are randomly placed in the sample genome before sequencing, approximately 40% reads in the SIM-Indel dataset do not contain any indel. As expected, Stampy’s performance stays excellent for the range of variations tested but others do not perform well in presence of high genetic variation. In case of Stampy, clustered mapping closely follows individual mapping. On the other hand, clustered mapping performs better than individual BWA, Bowtie 2, and Novoalign. To gain efficiency these readmappers limit their mapping process through limited edit distance or score cutoff. In contrast, clustered mapping is more permissive due to low score cutoff (default $\frac{L}{3}$).

**Biological Data**

It is reasonable to expect that the reads mapped with low alignment quality are those which should cause the most differences between clustered and individual mapping, and consequently influence the accuracy measures. We use the MAPQ value reported in the SAM file, where higher value indicates higher confidence in a particular alignment, as thresholds to limit the read alignments considered to compute alternate mapping rate. In practice, along with unmapped reads (reported with default MAPQ value 0), low quality alignments are frequently excluded from downstream analysis. Following [87], we select MAPQ value of 1 and 2 for BWA and Bowtie 2 respectively, and 4 for Novoalign and Stampy, as a cutoff to report alternate mapping rate in Table 6.2 and Table 6.3. Alternate mapping rates computed using different values of MAPQ threshold are reported in Fig. 6.6. We also report concordance of reads mapped in Table 6.2 and Table 6.3.

From Figure 6.6 we observe that the alternate mapping rate among all reads above a MAPQ threshold strictly decreases as a function of the threshold and eventually drops below 1%. At the selected MAPQ thresholds, depending on the readmapper used, clustered mapping reports alternate mapping for about 0–1%, 1–3%, and 2–4% reads for ECOL, DROS and YOR datasets respectively. Compared to single-end reads, there is an 1-2% increase in alternate mapping rate for paired-end mode (see Table 6.3). As for concordance of single-end reads in clustered approach, there is a small gain in concordance for ECOL and DROS, and a small loss in concordance for YOR (Table 6.2).
Table 6.2: Running time and memory requirement of individual and clustered read mapping on single-end datasets are reported. As expected, clustered read mapping achieves significant speed-up for all datasets. Although running Stampy on YOR dataset in individual mapping mode is prohibitively expensive, clustered approach makes running Stampy as feasible as running BWA.

<table>
<thead>
<tr>
<th>Dataset (single-end)</th>
<th>Mapper</th>
<th>Memory (GB)</th>
<th>Time (hh:mm)</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECOL</td>
<td>BWA</td>
<td>0.1</td>
<td>0.9</td>
<td>0:49</td>
</tr>
<tr>
<td></td>
<td>Bwtie 2</td>
<td>0.3</td>
<td>0.9</td>
<td>0:43</td>
</tr>
<tr>
<td></td>
<td>Novoalign</td>
<td>0.0</td>
<td>1.0</td>
<td>0:38</td>
</tr>
<tr>
<td></td>
<td>Stampy</td>
<td>0.0</td>
<td>1.0</td>
<td>4:17</td>
</tr>
<tr>
<td>DROS</td>
<td>BWA</td>
<td>0.3</td>
<td>1.4</td>
<td>3:29</td>
</tr>
<tr>
<td></td>
<td>Bwtie 2</td>
<td>0.4</td>
<td>1.4</td>
<td>2:53</td>
</tr>
<tr>
<td></td>
<td>Novoalign</td>
<td>0.6</td>
<td>1.4</td>
<td>6:19</td>
</tr>
<tr>
<td></td>
<td>Stampy</td>
<td>0.3</td>
<td>1.4</td>
<td>28:08</td>
</tr>
<tr>
<td>YOR</td>
<td>BWA</td>
<td>5.0</td>
<td>8.3</td>
<td>477:30</td>
</tr>
<tr>
<td></td>
<td>Bwtie 2</td>
<td>3.5</td>
<td>8.2</td>
<td>307:45</td>
</tr>
<tr>
<td></td>
<td>Novoalign</td>
<td>7.8</td>
<td>8.3</td>
<td>714:07</td>
</tr>
<tr>
<td></td>
<td>Stampy</td>
<td>2.7</td>
<td>8.2</td>
<td>3203:39</td>
</tr>
</tbody>
</table>

On the other hand, for paired-end reads, except for ECOL dataset, there is always a gain in concordance, which is mostly due to altering mapping locations based on pairing information (see Table 6.2). Increase in alternate mapping rate and gain in concordance for paired-end reads indicates that our paired-end mapping might be too permissive compared to what is allowed by an individual readmapper.
Table 6.3: Running time and memory requirement of paired-end clustered read mapping.

<table>
<thead>
<tr>
<th>Dataset (paired-end)</th>
<th>Mapper</th>
<th>Memory (GB)</th>
<th>Time (hh:mm)</th>
<th>Speed-up</th>
<th>Mapping quality</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Individual</td>
<td>TreQ-CG</td>
<td>Individual</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>mapping</td>
<td>Clust. Map.</td>
<td>TreQ-CG</td>
<td>Alternate map. rate</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ind. Clust.</td>
</tr>
<tr>
<td>ECOL</td>
<td>BWA</td>
<td>0.2</td>
<td>0.9</td>
<td>1:01</td>
<td>0:13</td>
</tr>
<tr>
<td></td>
<td>Bowtie 2</td>
<td>0.3</td>
<td>0.9</td>
<td>0:49</td>
<td>0:12</td>
</tr>
<tr>
<td></td>
<td>Novoalign</td>
<td>0.0</td>
<td>1.0</td>
<td>0:57</td>
<td>0:15</td>
</tr>
<tr>
<td></td>
<td>Stampy</td>
<td>0.0</td>
<td>1.0</td>
<td>4:08</td>
<td>0:31</td>
</tr>
<tr>
<td>DROS</td>
<td>BWA</td>
<td>0.4</td>
<td>1.4</td>
<td>3:57</td>
<td>1:09</td>
</tr>
<tr>
<td></td>
<td>Bowtie 2</td>
<td>0.5</td>
<td>20</td>
<td>5:33</td>
<td>1:05</td>
</tr>
<tr>
<td></td>
<td>Novoalign</td>
<td>0.6</td>
<td>1.4</td>
<td>11:25</td>
<td>1:35</td>
</tr>
<tr>
<td></td>
<td>Stampy</td>
<td>0.3</td>
<td>1.4</td>
<td>38:51</td>
<td>4:17</td>
</tr>
<tr>
<td>YGR</td>
<td>BWA</td>
<td>5.0</td>
<td>11.0</td>
<td>353:38</td>
<td>171:31</td>
</tr>
<tr>
<td></td>
<td>Bowtie 2</td>
<td>3.7</td>
<td>91</td>
<td>352:49</td>
<td>89:11</td>
</tr>
<tr>
<td></td>
<td>Novoalign</td>
<td>8.0</td>
<td>10.9</td>
<td>969:19</td>
<td>308:39</td>
</tr>
<tr>
<td></td>
<td>Stampy</td>
<td>2.7</td>
<td>10.9</td>
<td>3397:92</td>
<td>453:59</td>
</tr>
</tbody>
</table>
Chapter 7
Discussion

The scale and characteristics of the dataset are crucial aspects of genomic data analysis that lead to different algorithmic and statistical approaches for different problems. For finding homogeneous segments in DNA sequences and CNV detection from array-CGH data, we rely on HMMs, which are natural statistical models for segmentation problems. We argue in favor of superior Bayesian HMMs and show that, by utilizing short repeated sequences and, in case of continuous observations, grouping together similar consecutive observations, MCMC sampling can be made faster, thereby making Bayesian HMMs much more practical for these problems than before. For HTS read mapping, we present a \( q \)-gram frequency based readmapper, which shows competitive results in detecting genetic variants and brings new ideas to the well studied read mapping problem. However, high-throughput nature of these datasets prohibits the use of computationally demanding sensitive read mappers. We show that these datasets can be effectively reduced through clustering, and applications, such as read mapping, can directly work on those reduced representations to gain significant advantage in overall running time.

In the following, we present the final remarks and future directions for each contribution of this thesis.

Exploiting Repetition in Discrete Sequences

In chapter 3, we present a modified version of the forward-backward Gibbs sampling algorithm for Bayesian analysis with a logarithmic improvement in running time. We use the four Russians method to pre-compute all possible quantities of interest and show that exact sampling can work with fewer forward variables by using the pre-computed
quantities. We demonstrate the advantage of our method on the DNA segmentation problem. As biological sequences are often long and the alphabet size is small, our approach can be adopted to make Bayesian computations faster in other biological applications. A natural extension to our approach would be applying other compression schemes. In some cases, when observations in a sequence are less uniform in nature, other schemes may outperform the four Russians method.

**Compressed Gaussian Observations**

In chapter 4, we propose a method to accelerate MCMC for Bayesian HMMs modeling CNVs in arrayCGH and SNPArray data. Our method constitutes of ideas from spatial index structures for several consecutive observations and approximate computations based on geometric arguments for HMM. We are able to achieve significant speed-ups on these biological datasets, which measure chromosomal aberrations and copy number variations, while maintaining competitive prediction accuracy compared to the state-of-the-art. As datasets with even higher resolution, both from higher density DNA microarrays and next generation sequencing, become available, we believe that the need for precise and efficient MCMC techniques will increase.

Applying approximate sampling to multi-dimensional observations—to jointly analyze data sets for recurrent CNVs instead of analyzing individuals and post-processing results—and considering more complicated HMM topologies and observation densities are directions for our future work.

**Geometric Embeddings for HTS Reads**

In chapter 5, we address the problem of mapping HTS reads in an indel-tolerant manner by establishing geometric embedding as a promising paradigm, allowing identification of structural variants: We map reads and genomic locations to trinucleotide frequency vectors, embedding them in $\mathbb{R}^{64}$. The $L_1$ distance between $q$-gram frequency vectors provides a lower bound for an edit distance with affine gap costs in which even long indels have small distance, improving the sensitivity of their detection. The problem
of approximate matching is thus transformed into one of computing nearest neighbors using a spatial index.

An obvious area of future investigation is a parallel distributed index which will allow our readmapper to run on clusters. Generally, we expect further improvements in running times, and consequently in accuracy, from an spatial index tailored specifically to the high-dimensional, integer coordinate problem setting, e.g. an adaptation of X-trees \cite{102} or through the use of locality-sensitive hashing \cite{167}. Additional improvements in terms of both memory and running time can be made by using batch processing for queries. The simplistic evaluation of putative matches using Levensthein distance can be replaced by a statistical, quality-score aware analysis following the lead of Stampy \cite{99} and LAST \cite{123,124}, which attribute their success to a large degree to the quality of their putative hit filtering. In our geometric embedding, quality scores can be used while searching for putative hits by using floating-point or fixed-point arithmetic and fractional count contributions for low-quality nucleotides.

**Reduced Representation through Clustering**

In chapter 6, we propose to cluster HTS reads as a first step in the analysis and show that our greedy clustering algorithm accelerates read mapping. We observe speed-ups for all readmappers tested ranging from 1.4 to 8.9 with very little alternate mapping between individual and clustered mapping for high-quality reads, and low level of alternate mapping rate for all reads with a small loss in concordance for some datasets. We do expect even more favorable results for read mapping if there is a lot of genetic variation in the sample genome, such as in cancer datasets, or the evolutionary distance between sample and reference genome is large.

There are several areas in which the method can be improved, the most important ones being cluster quality and size, as running time is inversely proportional to the total number of clusters. It seems reasonable that the singleton clusters (that is a cluster with cardinality one, which arises either due to high sequencing error or very low coverage) can be reduced by additional passes, possibly with a smaller value of $k$ for k-mers.
The additional effort in clustering is very likely to be made up in mapping, by net savings in running time. So far read mapping is performed with anchor reads without any post-processing. An obvious improvement can be made by considering clusters as an instance of multiple sequence alignment problem, and correcting errors using the alignment information. Moreover, computing an elongated consensus sequence and using it instead of the anchor read is also desirable. However, one has to judiciously choose, based on coverage and within cluster sequence variation, the actual fragment of the consensus to use for mapping to see further improvements.
Appendices
Appendix A

Notations

All chapters

A  The transition probability matrix.

B  The observation probability matrix.

O  The observation sequence.

$O_{i,j}$  The consecutive observation sequence.

Q  The state sequence.

$Q_{ML}$  Viterbi path, the most likely state path of a HMM given an observation sequence.

$Q_{i,j}$  The consecutive state sequence.

S  The set of states.

T  The length of the observation sequence.

$\alpha_t(j)$  The forward variable for state $j$ at time $t$.

$\pi$  The initial probability over states.

$\theta$  The HMM with parameters $A, B$ and $\pi$.

$\theta^A_i$  The hyperparameter for the multinomial distribution over transitions from state $i$.

$\theta^B_i$  The hyperparameter for the multinomial distribution over discrete observations in state $i$.

$\theta^\pi$  The hyperparameter for the multinomial distribution over initial probability over states.
\( \theta_{ML} \) The most likely parameters of a HMM.

\( \tilde{\mu}_i \) One of the hyperparameters for the mean of the Gaussian distribution for state \( i \).

\( \tilde{\sigma}_i \) One of the hyperparameters for the mean of the Gaussian distribution for state \( i \).

\( a_i \) One of the hyperparameters for the variance of the Gaussian distribution for state \( i \).

\( a_{i,j} \) The probability of making a transition from state \( i \) to state \( j \).

\( b_i \) One of the hyperparameters for the variance of the Gaussian distribution for state \( i \).

\( b_{i,o} \) The probability of observing \( o \) in state \( i \).

**Chapter 3**

\( \gamma \) The order of the observation process.

**Chapter 4**

\( T' \) The total number of blocks after compression.

**Chapter 5**

\( L_1 \) The \( L_1 \) distance between two vectors.

\( \alpha \) The number of consecutive frequency vectors which are represented by their differences from a reference vector.

\( \beta \) Maximum number of alternate path searched in a kd-tree.

\( \tau \) Lowest number of levels ignored in a kd-tree.

\( d \) The length of a frequency vector.
$n$ Total number of reads in the dataset in consideration.

$q$ The length of individual $q$-grams.

**Chapter 6**

$L$ Read length.

$R$ The read library.

$\alpha$ Ratio between required minimum overlap length and the read length.

$\beta$ Minimum required similarity between reads in an overlap.

$\epsilon$ The sequencing error rate.

$l$ Overlap length between two reads.

$r_i$ $i$-th read in the library.
Appendix B
Abbreviations

arrayCGH  Array comparative genomic hybridization.

CNV  Copy number variation.

DNA  Deoxyribonucleic acid.

HMM  Statistical model.

HTS  High throughput sequencing.

MAP  Maximum a posterior.

MCMC  Markov Chain Monte Carlo.

ML  Maximum likelihood.

RNA  Ribonucleic acid.

SNP  Single nucleotide polymorphism.

SNPArray  Single nucleotide polymorphism array.
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